Rebuttal
Referee 3:
REF: Were all the yeast two hybrid data taken into account? There are two papers by the Japanese group, too.

REPLY: Yes. The earlier study by the Japanese group is a pilot study in which only 183 interactions are reported. These are included in the full dataset reported by the same group a year later (4549 interactions).
REF: The differences between the immunoprecipitation based approaches are discussed in a confusing way. It should be made clear that one has the choice of different tagging strategies, the choice of different strategies to express the 'bait' and the choice of mass spectrometric identification strategy. These are completely 'modular' and do not have to be used together. Two of the three choices that the CellZome team made are restricted to the yeast system (genomic replacement and MALDI MS), and will not migrate to the human system. While the paper is about yeast, readers of Nature will be most interested in interactions of human proteins.
REPLY: This is not relevant to any of the arguments in the ms, which attempts to analyze sets of data and not to argue for what is relevant to human interactions or not. Nevertheless, we now mention in the text that the genomic integration approach will indeed be not feasible in humans (page 5, second abstract).
REF: Figure 2 is misleading and should not be published in this form (see also below). The TAP method should work best on stable, abundant complexes and it should have a high accuracy there. There are not so many of these complexes but many of them are already described in the literature. Therefore both the accuracy and the coverage will be high for the TAP method. In the HMS-PCI data set, many signaling molecules were chosen and much less is known about their interactions, which are also often transitory and will therefore lead to substociometric complexes. Finally, it should also be pointed out that the TAP approach only worked in about a quarter of the cases, whereas in the HMS-PCI, virtually all the baits lead to some interaction data, possibly compromising accuracy.
REPLY: Early on, we indeed thought about whether the apparent differences between the two mass-spectrometry approaches might be due to differences in bait selection (HMS-PCI selecting more ‘difficult’ baits). However, we assessed this possibility by considering only those purifications where both approaches actually tested the same bait - there are 94 baits common to both approaches. For those baits, the numbers for accuracy and coverage show very much the same trends as for the full datasets (TAP vs. HMS-PCI: accuracy 15.2 % versus 2.9 %, coverage 6.1% vs. 2.5%, see supplementary information.). Importantly, therefore, bait selection has no major influence, and our benchmark holds true even for this subset of data derived from identical baits.
Furthermore, we do clearly mention the advantages that result from the HMS-PCI approach in overexpressing the baits (page 5, second paragraph, and also in more detail in the SI) and specifically mention the number of cases where TAP failed to express baits and HMS-PCI was successful.
REF: Protein localization and functional category are dangerous filters to access the completeness or accuracy of the interaction data. Indeed it should be pointed out that there are many examples now of proteins with different functions in different compartments and in different functional contexts.

REPLY: Any dataset has biases, but if all classifications that had biases were eliminated there would be no biological data to analyze. Protein localization in many if not most cases provides useful clues to function or to the relevance of interaction data. Functional category is often based on numerous different experimental approaches that may combine cell biology, biochemistry and genetics and for this reason is a valid filter to consider. Importantly, both protein localization and functional category provide independent ways of assessing the quality of interaction data, and their conclusions qualitatively agree.
REF: Statistics on protein-protein interactions:

The authors' comparison of large-scale datasets is superficial and seems to arrive at largely unsubstantiated conclusions. The representation of interaction datasets as all possible pairwise combinations between interacting partners grossly over-inflates the number of likely protein interactions. While the authors may argue that this "N x N" approach is the only way to exhaustively describe all possible interactions, the number of false positive interactions generated by this representation is obviously enormous. More importantly, the N x N representation is probably the worst means to compare large data sets that are derived from completely different experimental methods. In particular, datasets that contain more interactions at the expense of more false positive interactions appear much worse than datasets that have fewer interactions with correspondingly less false positives. This effect occurs because the number of total hypothetical pairwise interactions rises as a quadratic function of the starting interaction density. Thus, sparse datasets will be perceived to have higher "accuracy" than dense datasets, even though the latter may actually have more information content. A further problem with the N x N representation is that it is less intuitive than a simple direct representation, i.e., in which only the interactions detected are scored. Although the latter method may under-represent the total number of actual interactions, it facilitates comparison between different datasets because there is no amplification of non-specific background noise. The authors should thus include a tally of direct interactions in their comparisons. The discrepancy between the author's comparison of HMS-PCI and HTP 2-H based on the N x N analysis shown in Fig. 2 and the analogous comparison from the HMS-PCI study deserves comment, if only to illustrate different outcomes that arrived at by different representations. Specifically, the authors conclude that HTP 2-H is roughly 3-fold more accurate than HMS-PCI, while in the HMS-PCI study, the opposite conclusion is reached. An explanation is needed.

REPLY:
First, as we clearly mention in the text, any framework of counting and benchmarking interactions has its drawbacks (see also Box 2, “Counting Interactions”). The NxN representation is a valid, comprehensive and straightforward approach, and has been used prominently before (see for example, Gerstein et. al., Science. 2002, Jan 11;295(5553):321-4).

Second, we of course apply the same framework to all datasets under study. The perceived ‘disadvantages’ of the NxN approach also apply to the TAP data! From the structure and size of the datasets, both the HMS-PCI and the TAP approach clearly play in the same league (1578 vs. 1379 proteins covered using 493 and 589 baits, respectively), and so should be fairly well comparable in any valid framework.
Third, the referee correctly identifies the fact that ‘dense’ datasets will produce much more interactions and therefore also more false positives. He therefore suggests considering only the links directly emanating from the baits (as was done in the original HMS-PCI study). However, this is arbitrarily and heavily reducing the information content of the MS-approaches. It is one of the major advantages of these approaches that they identify groups of proteins linked by mutual interactions and not only single binary associations. There is a world of difference between a complex consisting of five proteins and a string of five proteins that are merely linked by two-hybrid interactions.
Nevertheless, we now compute the direct interactions as proposed by the referee and report the results in the text, in order to clarify the very important point that there are indeed different angles of looking at the data with different outcomes. We were able to confirm that his suggestion leads to higher accuracy estimates (for both the HMS-PCI and TAP data!), but of course at the same time to a concomitant decrease in coverage.
Finally, we recently have had the opportunity to attend a seminar where a competing study was presented (to be published soon), in which the TAP and HMS-PCI approaches were benchmarked through yet another, completely independent setup (based on co-expression). The conclusions presented there were very similar to ours.
REF: the details of how the actual numbers for each dataset are arrived at should be detailed more clearly. Short of recalculating values from the raw data, many of the cited numbers must simply taken on faith.
REPLY: we provide very detailed supplementary material (on eight pages), in which we document all datasources and the operations we performed on them. Additionally, we provide a large flat-file containing all the datapoints combined (Table S4), which can be used to recompute and verify our calculations.

REF: Nature of benchmarks

An important related problem concerns the nature of the benchmarks used in the comparisons. First, there is no a priori reason to believe literature-derived interactions more than any other interaction data. The literature is certainly rife with irreproducible and incorrect results that hardly warrant the term "trust". It should be emphasized that all the data sets miss the vast majority of literature benchmark interactions. Perhaps this says something about the literature benchmark itself. 
REPLY: Our benchmark is not simply a compilation of all interactions ever reported in the literature. Such a simple compilation would indeed contain a measure of irreproducible and incorrect results. Instead, and most importantly, both MIPS and YPD manually assembled their complexes after careful inspection of the literature by expert curators, and rarely included proteins that were supported by only a single (possibly spurious) experiment. Their collections represent attempts to capture the ‘consensus view’ of the yeast community. Furthermore, most biologists would accept that interactions presented, generally in small numbers, as part of a paper on some biological process that has gone through the peer review process are more validated than those from high-throughput studies.
REF: Second, the literature itself is obviously biased in the interactions covered, almost certainly towards abundant complexes that are readily detected. Any dataset that is enriched for such complexes will obviously fare better in comparison to datasets that cover less well-studied or less tractable pathways. Because of this fact, the only relevant comparison is amongst interactions shared between any two datasets and the literature. The comparisons presented against the entire literature-derived dataset are not internally consistent and are simply invalid. Presentation of such comparisons is likely to mislead many readers.

REPLY: We clearly state that the reference set does itself suffer from known and unknown biases, but we feel it is the best available reference to date (as an aside – the most obvious bias in the reference set is indeed towards abundant proteins, a bias that is strongly shared with the HMS-PCI data, see Figure 3. They should actually profit from this).

We explicitly set the scope of our analysis to be the whole proteome, and only include datasets that aim to be comprehensive and to address a large fraction of the proteome. Because of this, we feel that they should be benchmarked against all known interactions, and not only against the subset of proteins that they actually happen to cover.
The referee suggests limiting the analysis to interactions that are actually “shared between any two datasets and the literature”. This does not make sense to us since in this case the accuracy is by definition always 100%. What he probably meant is to limit the analysis to proteins shared by the datasets and the literature. While we do not agree with this proposal, because it artificially skews the datasets to conform to the literature, we have performed the calculation. When considering only interactions where proteins A and B are both present in the reference set, the accuracies are much higher (for all datasets). However – the general trend stays the same: 14.2% accuracy for HMS-PCI, 38.1% accuracy for yeast two-hybrid, and 40.5% accuracy for TAP.
In summary, we chose to have for all datasets the same, comprehensive, and difficult to meet reference – and therefore clearly say that the estimates for accuracy and coverage are ‘lower limits’.
REF: Third, contrary to the author's statement that the YPD dataset is freely available to academic users, because of the recent acquisition of Proteome by Incyte, the YPD database is no longer web accessible. Moreover, wholesale downloading of the YPD interaction set is explicitly forbidden. Thus, an academic user will be unable to duplicate the author's conclusions without purchasing a subscription to the private YPD database. 

REPLY: The YPD database was freely available at the time of writing and is in fact still freely available to academic users at the new website upon registration. Most of our data comes from the MIPS complexes, and only 18% of interactions are derived from YPD. This represents a small subset of YPD interaction data which we have manually downloaded, and we have an email confirmation from Incyte that subsets can be used for analysis as long as they are not redistributed. We have confirmed that this procedure is still feasible as of April 14 for academic users.
REF: Fourth, in some instances, the literature benchmark results in circular comparisons that are meaningless. Nearly two thirds of the synthetic lethal dataset is derived from the literature, so comparison of this dataset to a literature benchmark is not informative. Similarly, comparison of the literature to itself in Fig. 1 is meaningless.
REPLY: For the synthetic lethal dataset, we have identified this problem earlier and clearly allude to it in the legend of Figure 1. However, we still would like to include this dataset because it represents a valuable method that has the potential to contribute much more data in the future. Importantly, however, the problem is diminished strongly by the fact that proteins which are only linked by genetic evidence and no other data are usually not included into the manually curated complexes. With this respect, the two sets are much more independent than it seems on first glance. 

The comparison of the literature against itself in Figure 1 is of course not a ‘benchmark’ or anything like that, but just an illustration that proteins of similar function are usually annotated in the same complex. Much more impressive is the fact that the overlap of high-throughput data shows the same trend, signifying that the literature actually represents biological reality.
Referee 1:
REF: I find the argument about the estimate of interactions (at top of last page of text) somewhat confusing, and the authors may want to reword this. The signal-to-noise argument is not clear to me (why is it mentioned here?), and the argument about 10,000 and 30,000, though perhaps supported in the supplementary information, needs to be clarified so that those who don't wish to look at the supplement can still understand the logic.

REPLY: We have reworded and extended the section. The signal-to-noise argument is mentioned here because it helps to establish that the overlap of high-throughput data can be expected to consist mainly of true positives (supported also by the high agreement of functional and localization data).
REF: Finally, I think the authors need to address the issue of the biases

and imperfections in the "reference" (MIPS and YPD complexes) which are

probably subject to the same problems that these high throughput methods

are. This makes the whole estimation and evaluation game very difficult.

REPLY: We mention in the text that the reference set is subject to be incomplete and biased. However, as in our response to Ref 3, it should be noted that the manually annotated complexes are based on expert curation and on the synthesis of many in-depth studies of protein complexes.
Referee 2:

REF: Recently the subcellular localization of most of the yeast proteome was reported (Kumar et al, Gene Develop.) Inclusion of these results in the analysis would make for a substantially improved manuscript.

REPLY: We are in fact using this excellent dataset already. We have downloaded and parsed the localizations from their database (TRIPLES) before the G&D paper came out (at the end of January, but well after it was submitted). We have updated the reference in the text.
REF: Figure 2. Which are the two and three methods that were used to generate the spots. I also found the label ³log%² confusing. Shouldn¹t it just be %?
REPLY: We have clarified the figure legend, and updated the figure to read ‘%’ and not ‘log%’.
REF: Box 2 did not make sense to me. Why are some proteins circled and others are not? Why are there no arrows connecting Gin4 to septins which has been demonstrated by a variety of means to interact with septins.

REPLY: In this box, we only show high-throughput interactions (this is now clarified in the Box-text). This is why Gin4 is not connected. It is, of course, an annotated member of the septin complex, as is indicated by the shading.
