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ABSTRACT

Motivation: Generation of alternative transcripts from the same gene

is an important biological event due to their contribution in creating

functional diversity in eukaryotes. In this work, we choose the task

of extracting information around this complex topic using a two-step

procedure involving machine learning and information extraction.

Results: In the first step, we trained a classifier that inductively learns

to identify sentences about physiological transcript diversity from the

MEDLINEabstracts. Using a large hand-built corpus, we compared the

sentence classification performance of various text categorization

methods. Support vector machines (SVMs) followed by the maximum

entropy classifier outperformed other methods for the sentence

classification task. The SVM with the radial basis function kernel and

optimized parameters achieved Fb-measure of 91% during the 4-fold

cross validation and of 74% when applied to all sentences in more

than 12million abstracts of MEDLINE. In the second step, we identified

eight frequently present semantic categories in the sentences and

performed a limited amount of semantic role labeling. The role labeling

step also achieved very high Fb-measure for all eight categories.

Availability: The results of our two-step procedure are summarized

in the LSAT database of alternative transcripts. LSAT is available at

http://www.bork.embl.de/LSAT

Contact: shah@embl.de

Supplementary information: Supplementary data are available at

Bioinformatics online

INTRODUCTION

Published literature is the largest repository of biological informa-

tion and this information is generally curated into community

knowledge-bases by human experts. Explosive growth of publica-

tions is making it harder for human experts to keep track of the state-

of-the-art knowledge and quickly update the knowledge-bases.

Thus, text-mining methods are becoming increasingly important

in molecular biology to handle collections of biological texts

automatically. Such methods include systems that efficiently clas-

sify and retrieve documents in response to complex user queries,

and beyond this, systems that carry out a deeper analysis of the

literature to extract specific events or relationships, such as tissue-

specific splicing or protein–protein interactions and fill database

entries with information about the participating gene products

and circumstances of the event (Krallinger and Valencia, 2005).

Generation of alternative transcripts in different cells or tissues

are contributing events for the functional complexity and evolution

of eukaryotes (Boue et al., 2003). Alternative transcripts generated
with alternative splicing (AS) allow eukaryotes to generate differ-

ent proteome from a limited amount of gene pool. Differential

promoter usage and alternative polyadenylation in synergy with

AS may change terminal exons or in general regulate expression

of mRNA transcripts (Black, 2000; Edwalds-Gilbert et al., 1997;
Zavolan et al., 2003). Several instances of these mechanisms are

scattered in the literature and it is important to have a curated list of

genes that utilizes the above mentioned mechanisms to express

alternative transcripts in various tissues and across species to

facilitate annotation of transcriptome. Moreover, knowledge

about differences in structure/function of alternative transcripts is

also important for function annotation. Therefore, an information

extraction tool is much required by the community working on

elucidating the extent of usage of these mechanisms and their

functional implications. It will also provide experimentally verified

training sets to develop computational methods for predicting

such events. Thus, we aim to identify descriptions of alternative

transcripts from abstracts in MEDLINE. Furthermore, we concen-

trate on finding out information about alternative transcripts

expressed only in natural (non-disease) states.

A number of efforts for event/relationship extraction that label

constituents of sentences with appropriate roles are already

underway (Daraselia et al., 2004; Novichkova et al., 2003;

Yakushiji et al., 2001). High performance event/relationship extrac-

tion usually requires full-parsing of sentences and a reliable data-

base of predicate argument structures (Pradhan et al., 2004).

Efficient and accurate parsing of biomedical texts is not within

the reach of current parsers. Standard methods are computationally

expensive to use and are trained on English texts from the newswire

domain (Shatkay and Feldman, 2003). Thus, full parsing of all

sentences could be impractical when applied to a large database

like MEDLINE or full-text articles. A database of predicate argu-

ment structures for biomedical domain is still under development

(Wattarujeekrit et al., 2004). Hence, any practical event extraction

task should be preceded by the identification/retrieval of the

event-containing sentences that extraction systems can handle.

This binary classification step would constrain the number of

predicates, giving a better idea of the semantic roles of sentence

constituents and reduce computational demands. It would also help

to prioritize the predicates for PAS analysis in the PASBio data-

base (Wattarujeekrit et al., 2004) for biomedical event extraction.

In this work we show feasibility of the sentence classification task

with inductive learning for obtaining sentences about alternative
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transcripts. It has been already suggested that classifiers at

the sentence level have the potential to improve precision of

information extraction (Craven and Kumlien, 1999). Retrieval at

the sentence level was followed by a high precision semantic role

labeling step to generate a database of experimentally verified

alternative transcripts and associated information such as gene

name, species, tissue, mechanism, expression-specificity, difference

in structure/function of the alternative transcripts, etc.

Inductive learning methods learn patterns from the features

extracted from the training set and generalize. Generalization

performance of many methods degrades when dealing with large

amounts of rarely occurring features. Text data are a typical

example of this situation. Moreover, the process of preparing

a reliable training set is expensive and time-consuming. Hence,

a good learning method should be able to learn from a small

amount of training examples and should be able to handle large

number of features. We compared the performance of well-known

text categorization methods: (1) naı̈ve Bayes, (2) maximum entropy,

(3) Expectation Maximization (EM), (4) variants of the term

frequency-inverse document frequency (tf�idf) methods, (5)

K-nearest neighbor (KNN) algorithm and (6) support vector

machines (SVM) for the sentence classification task (Mitchell,

1997).

The classification performance was compared for inductive

learning with different fractions of the training set in order to

choose the best performing method. Then, we carried out para-

meter optimization of the SVM classifier, the best performing

method. Four different feature sets differing in richness of features

were generated and tested for the generalization performance of

the SVM. All sentences in MEDLINE abstracts were classified

using the trained classifier. Eight semantic categories were identi-

fied from the extracted sentences and sentence constituents were

labeled with the appropriate category. We show benchmarks for

the sentence classification as well as for the tagging step.

METHODS

Sentence classification by inductive learning

We sought to perform the sentence classification task using inductive

machine learning. During inductive learning the learner Ł is given a training

set S containing n examples ð~xx1‚y1Þ‚ . . . ‚ð~xxn‚ynÞ‚ y 2 {�1, +1}. Each
example consists of a text feature vector~xx and its class label y. The learning

task involves the maximization of correct class labels. In such a setup,

the classification performance of any method depends upon the quality of

features in the training examples and various learning parameters. Also,

methods good at selecting useful features and rejecting others will out-

perform those that cannot. The learning performance of a trained classifier

is assessed on a set of previously unseen examples. The learning process

is repeated until the classifier achieves a satisfactory performance.

We used the Bow toolkit (http://www-2.cs.cmu.edu/~mccallum/bow/) for

experiments with naı̈ve Bayes, EM, maximum entropy (Nigam et al., 1999),
tf � idf and its variants. SVM implementations from the package SVMlight

was used (http://svmlight.joachims.org). Please see Joachims (2001),

Mitchell (1997) and Ribeiro-Neto (1999) for a detailed discussion of

the methods used here. Also, see Supplementary material for a short

introduction to SVM and various kernels.

Generation of the training corpus

Generating a reliable training set is a slow and a labor-intensive task. There

are no publicly available datasets for carrying out information extraction

about alternative transcripts. Thus, generating training set for the sentence

classification was a limiting step. For this, we manually chose appropriate

sentences from article titles and abstracts (Fig. 1a; Supplementary Figure 1).

The training set was generated iteratively using three rounds of inductive

learning with various classifiers until satisfactory classification perfor-

mance was achieved. The final set contained 4240 positive sentences and

13 520 negative sentences.

The positive sentences described instances of generation of physio-

logically relevant (natural) transcript diversity (TD) from a single gene.

They contained descriptions of various ways of AS (e.g. usage of alternative

first exons, exon skipping, intron retention and usage of cryptic splice

sites), differential promoter usage, alternative polyadenylation or mention-

ing of multiple transcripts form the same gene. Sentences describing tran-

scripts that differed at the protein level (absence/presence of protein domains

or motifs) and those containing descriptions of tissue and developmental

stage specific transcripts were also considered positive sentences.

The negative training set included sentences that did not provide infor-

mation about alternative transcripts. In particular, negative training set was

enriched with sentences describing aberrant transcripts generated owing to

splice site mutations and transcripts generated in diseased tissues, splicing

mechanisms, and ordinary gene expression events and exon/intron structure

of genes among others. These sentences utilize similar vocabulary to those

that describe alternative transcripts as they all belong to the domain of gene

expression (Supplementary Figure 1a). This is also the case with sentences

describing protein isoforms that may be generated by different gene para-

logs. These kinds of sentences pose challenges to the sentence classification

process. The kappa score for inter-annotator agreement on the final training

set was 0.98 (Cohen, 1960).

Pre-processing

The Oak system (http://nlp.cs.nyu.edu/oak/; S. Sekine, unpublished data)

was used to split abstract text into sentences. Sentences were broken into

words, assigned part of speech tags and stemmed using the Tree-tagger

(Schmid, 1994). For generating the input feature set, stop words (see

Supplementary material) and words occurring with very low frequencies

(<5) were removed from the list of words. The pre-processing module is

shown in Figure 1b.

Feature enrichment

The process of extracting a rich feature set from the training examples is

the most important step in machine learning because methods provided with

rich feature require fewer training examples and provide better general-

ization. Feature enrichment was achieved as follows (Fig. 2). Many phrases

(word bi-grams and tri-grams) frequently present in the positive training

examples were incorporated as additional input features. In most cases

the phrases reflected text patterns specific to description of alternative

transcripts. For example, they reflect existence of alternative transcripts

(additional transcript), mechanisms (‘AS or alternative first exon or second

promoter’), specificity (e.g. ‘brain-specific’), etc. Such word usage distinctly

specifies addition of ‘domain knowledge’ to learning features. Cardinals

were summarized as a single feature. In addition, synonyms were defined

for the sparsely occurring features (e.g. long transcript, larger transcript and

elongated transcript). The process of feature enrichment added additional

900 learning features in terms of word bi-grams, tri-grams and synonyms.

Generation of four feature sets

The resultant of pre-processing is a feature set containing all the words

(bag of words) occurring in the corpus with a total of 23 742 features.

We also generated a second feature set termed ‘vocabulary’ by manually

inspecting and removing non-essential words from the first file to result in

9590 features for this set. We combined 900 features resultant of ‘feature

enrichment’ procedure to ‘bag of words’ and ‘vocabulary’ to generate two

additional feature sets. Sentences regenerated as feature vectors were used

as input to various learning methods. We compared classification perform-

ance of various methods using 4-fold cross validation on the training set.
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Sets for benchmarking the performance of

the best SVM classifier

In order to prove the strength of our machine learning approach, we

benchmarked the classification performance of the best SVM classifier

for extracting sentences describing only the natural TD. Annotators at the

National Library of Medicine provide the MeSH term alternative splicing

(one of the mechanisms for generating TD) to appropriate MEDLINE

abstracts. Hence, a limited determination of recall was possible by compar-

ing the abstracts (sentences) identified by the classifier with the MeSH term

annotation for AS.

MEDLINE 2004 contained 8133 records (abstracts) with the MeSH term

‘alternative splicing’ assigned to them. But only a subset of records contains

information about physiologically relevant (natural) TD. For example,

Fig. 1. The procedures for generating learning corpus (top panel) and learning procedure are shown. Generation of alternative transcripts is a part of

gene expression process. Thus, sentences describing gene expression have similar contents. Moreover, alternative transcripts generated because of disease

conditions andother reasons (seeMethods) posesmajor challenges to the learner due to presence ofmanycommonword patterns.The bottompanel shows the pre-

processing (a) and training (b) modules.
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1725 of these records also contained the MeSH term ‘mutation’, usually

referring to cases of aberrant transcripts and 489 records were without any

abstract text. Hence in order to maintain consistency, we removed 2214

records from the list and used the remaining records while benchmarking

for the recall.

From the sentences retrieved by the SVM classifier, we extracted

instances of eight semantic categories and evaluated the precision and recall

by manually inspecting 300 randomly selected sentences for each semantic

category.

Extraction of eight semantic categories

We tagged gene names using NLprot tagger (Mika and Rost, 2004). Tissues

and species were tagged using a dictionarymade from compilations provided

by Swissprot and Refseq. Tissue and species specificity were identified by

tagging the word ‘specific�’ that may follow the tagged tissue/species name

or part of the word describing the tissue/species (e.g. brain-specific). Event

mechanisms, differences in structure and function of alternative transcripts

and experimental methods were tagged using rules based on predicate

argument structures (see Supplementary material). ‘Number of isoforms’

was extracted by the fact that words indicating number of isoforms (with part

of speech tag CD [cardinals]) always preceded the tagged event mechanisms.

Apart from phrases extracted using the predicate argument structure ana-

lysis, event mechanisms were also extracted using the bi-gram and tri-gram

they were part of.

Definitions of precision, recall and Fb-measure

The precision and recall of the classifier are defined as follows:

Recall ¼ TP

TPþ FN
and Precision ¼ TP

TPþ FP
‚

where TP, TN, FP and FN are true positives, true negatives, false positives

and false negatives. The Fb-measure is defined as below.

Fb ¼ ð1þ b2Þ · Prec · Rec

b2 · Prec · Rec
:

We give equal weight to precision and recall and take b ¼ 1. Hence, the

Fb-measure is the harmonic mean of precision and recall.

RESULTS

Selecting the best sentence classification method

Our aim was to find out the best sentence classification method

for the training set involving more than 23 000 features. Intuitively,

while training with the most basic set the learning method good

at feature selection would outperform the rest. Hence, we checked

the performance of various methods with different fractions of the

training set while utilizing the simplest feature set (bag of words).

The classification performance of all methods, defined as the

Fb-measure, improved with increase in the amount of training

data, as expected (Fig. 3). However, SVM and maximum entropy

classifiers consistently outperformed the others. Also, the SVM

classifier with the radial basis function (RBF) kernel outperformed

that with the linear kernel even though text data are considered to

be linearly seperable. The KNN algorithm with number of neigh-

bors ranging from 5 to 50 either suffered from memory problems

or does not seem to learn the classification rule (data not shown).

Adding part of speech tags as additional learning features did not

improve classification accuracy. It was clear that the SVM with

three different kernels performed better than the other methods

(Fig. 3) and were taken for parameter optimization.

Parameter optimization for the SVM learning

We explored classification performance of the SVM with three

different kernel functions; the linear function, the RBF and the

sigmoid function and associated learning parameters (see Supple-

mentary material). For all kernel functions the value of parameter

C in the SVM optimization problem controls the trade-off between

the training error and the margin (Joachims, 2001). The optimal

value of C depends on the training data and it was determined

empirically. In addition, the RBF and sigmoid functions have

one and two model parameters respectively that can affect the

learning process.

We characterized the value for parameter C with different values

of gamma for the RBF kernel and the value of r for the sigmoid

Sentence: Altogether, five alternatively spliced transcripts have been observed 

Layer 1: change case, stem,  sentence boundary detection and removal of uninformative words etc

five alternate splice transcript observe   

Layer 2: add important word bi-grams and tri-grams found from the corpus (adding domain knowledge)

five [{alternate splice} transcript] observe  

Layer 3: add synonyms and other information (adding domain knowledge) 

[number] [{alternate splice} transcript]  
observe

[number] [{alternate process}] mRNA] 

Sentence: Altogether, four alternatively processed mRNAs have been observed 

Fig. 2. The procedure of feature enrichment that allows two seemingly different sentences to merge into a single pattern is shown here. The usage of reducing

numbers in to single features, use of bi-grams (e.g. AS; see Supplementary material) and synonymous (e.g. mRNA and transcript) are illustrated.
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kernel with bag of words as the input feature set (Fig. 4, left panel).

The value of 1.5 for gamma and the value of 10 for C were the

optimal classification parameters for the SVM with the RBF kernel.

Similarly, the value of 0.01 for r and the value of 1000 for C were

the optimal parameters for the SVM with the sigmoid kernel.

Effect of enriched feature sets on SVM learning

We checked the effect of all four input feature sets on the classi-

fication performance of the SVM with different values of C.
The SVM with the RBF kernel outperformed SVM with linear

and sigmoid kernels in the classification accuracy while learning

with all four feature sets (Fig. 4, right panel). It achieved a mean

Fb-measure of 91% (precision ¼ 92.43; recall ¼ 89.94) when

performing four randomized trials with 60% of total corpus as

training set and the rest as the test set (Table 1, in bold). The

input feature set ‘bag of words and phrases’ performed best for

the SVM with linear and RBF kernels but not with sigmoid kernel

(Fig. 4 and Table 1). Thus, the contribution of bi- and tri-gram

phrases depends on the classification method and learning para-

meters. This is in accordance with previous text categorization

experiments where both performance degradation and perform-

ance increase were reported as a result of use of phrases as

learning features (Tan et al., 2002). Utilization of feature

selection methods may have the potential of reducing the total

number of input features and the classification performance. How-

ever, one of the aims of our work was to find out a sentence clas-

sification method that is inherently good at performing feature

selection. Therefore we did not do any feature selection before

machine learning

Learning performance of the SVM

Support vectors are the training examples closest to the hyperplane

(Supplementary Figure 2) and their use allow SVM to perform

classification independent of total number of input features

(Joachims, 2001). The number of support vectors is an indication

of the complexity of an SVM model. The number of support

vectors used by the SVM with linear, sigmoid and RBF kernels

increased in that order (Fig. 4; see Methods). Also, for SVM with

linear and sigmoid kernels the required number of support vectors

decreased with the richness of input feature sets, in contrast to the

SVM with the RBF kernel (Fig. 5a).

We measured the training errors using the Xia estimators supplied

with the SVMlight software. In our experience they gave reliable

estimates of the classifier performance on the test set. The training

error is lowest when bag of words and phrases was used as a

feature set in case of each kernel (Fig. 5b). It is clear from the

figure that RBF kernel function brought the lowest training error.

The polynomial functions of order more than one performed

equivalent or poorer to the linear function in the experiments

described above (data not shown). Hence, we used the SVM

with the RBF kernel with a gamma value of 1.5, C value of 10

and bag of words and phrases as the feature set for classification of

entire MEDLINE.

Benchmarking of the classifier performance on

MEDLINE

The trained SVM classifier was used to rank all sentences in

MEDLINE. It assigned positive scores to 31 123 sentences from

more than 12 million MEDLINE abstracts, identifying them

as positive sentences. A manual inspection of the extracted sen-

tences resulted in retaining 20 549 sentences describing TD. This

gives precision of 66% to the classifier while classifying all

sentences in MEDLINE. An appropriate threshold could be used

to reduce the false positives from the ranked sentence. However,

we chose not to use the threshold values in this study.

The sensitivity of the classifier was assessed against manual

annotations of AS provided by the MEDLINE curators. All entries

(5919) with the MeSH term alternative splicing were taken form

the MEDLINE 2004 database (see Methods). The classifier

detected 4400 out of 5919 abstracts, resulting in a recall of 74%

and Fb-measure of 70%.

We manually checked the abstracts missed by the SVM classifier.

In many cases the sentences (abstracts) missed by the classifier

were describing AS in the normal versus the diseased tissues and

these abstracts did not explicitly mention changes in gene sequence

as the basis of AS. Since the SVM classifier was trained to identify

only physiological (natural) alternative transcripts, these abstracts

were counted as true negatives. The final recall of the classifier

was 84% and the Fb-measure while classifying all sentences in

MEDLINE was 74%.

Semantic role labeling

During the task of semantic role labeling, for each verb in a

sentence, the goal is to group sequence of words that fill a

semantic role and to determine their roles (Supplementary

material). Semantic role labeling is an important task towards

natural language understanding, and has immediate applications

in the task of information extraction. For example, in the following

sentence containing the verb express and describing alternative

transcripts, constituents have roles such as gene name (a), number

of isoforms (b), tissue-specificity (c) and mechanism responsible

for generating alternative transcripts (d).

The [calcitonin/CGRP gene a] [expresses verb] [two b] different

mRNAs by [tissue-specific c] [alternative splicing d].

We analyzed the sentences extracted by the classifier for identi-

fying frequently occurring, biologically meaningful categories.

Fig. 3. Classification performance of various text categorization methods

studied as Fb-measure (y-axis) with different fractions of training set. EM

is a short-form for Expectation Maximization methods and tf � idf stands for
term frequency-inverse document frequency methods. Each data point is a

mean of 4-fold cross validation. See Supplementary Table 1 for the data

points used to plot this figure.
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These categories include gene names, tissues, species, differences in

structure/function of alternative transcripts, expression-specificity,

number of isoforms, event mechanisms and experimental methods

(Supplementary Table 5). Frequent presence of these categories

is indicative of their biological importance. Indeed, manual annota-

tion of these categories could be found in the Alternative Exon

database (Thanaraj et al., 2004) for studying the functional com-

plexity and evolution of AS in mammalian genomes. Automated

extraction of gene names, species, tissues and functional differences

will also help in associating literature knowledge to sequence

entries in databases like Swiss-Prot.

We got satisfactory values (Supplementary Table 5) for recall

and precision for tagging of semantic categories identified from

the sentences extracted by SVM classifier. The performance at

the tagging boundaries was not evaluated in this study. It should

be noted that not all extracted sentences provide all types of

Fig. 4. Values of gamma for the RBF kernel and r for sigmoid function at different values of parameter C were studied as a function of Fb-measure; ‘bag of

words’ was used as the input feature set (left panel). Classification performance of different SVM kernels with different values of parameter C was assessed

for four different sets of input features (right panel). Each data point is a mean of 4-fold cross-validation. See Supplementary Tables 2 and 3 for the data points

used to plot this figure.

Table 1. Performance of the SVM classifiers with best performing learning parameters

SVM kernel Bag of words Vocabulary Bag of words and phrases Vocabulary and phrases

Precision Recall Precision Recall Precision Recall Precision Recall

Linear 90.85 85.55 90.32 84.87 91.61 86.56 90.71 84.56

RBF 91.98 89.28 92.24 89.44 92.43 89.84 92.68 89.42

Sigmoid 90.19 84.87 90.85 85.55 89.75 83.50 91.62 86.53
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information. For example, gene names are present in �70% of the

extracted sentences. On the other hand information about tissue-

specificity was found only in 5% of the sentences, reflecting fewer

known examples in the literature. Missing information could be

derived from neighboring sentences using advanced methods.

LSAT—the database of alternative transcripts

described in the literature

LSAT (Literature Support for Alternative Transcripts) was

generated as a result of the two step procedure involving sentence

classification and information extraction as described above.

LSAT entries (Fig. 6) are abstract-based and provide article title,

abstract text and the information identified from the sentences

extracted by the SVM classifier. It also provides identifiers to

Swiss-Prot, Refseq, Genbank and Ensembl, when possible.

LSAT is available for interested researchers at http://www.bork.

embl.de/LSAT/. LSAT contents could be searched using SQL

queries as well as identifiers from Swiss-Prot, Refseq and Ensembl.

We plan to update LSAT yearly.

The potential of AS, differential promoter usage and alternative

polyadenylation in creating alternative transcripts in different

tissues is currently being explored using specialized gene expres-

sion microarray platforms and computation tools (Boue et al.,
2003; Lee and Roy, 2004). However, data from high-throughput

analysis are usually noisy (Nadon and Shoemaker, 2002) and

experimental verifications for their results are often required.

Computational tools are also being developed for predicting exist-

ence of alternative transcripts. We believe that the information

about alternative transcripts in LSAT will provide an ideal test

set for such experiments.

Moreover, information like gene names, species, tissue-

specificity, and instances of mechanisms like AS, alternative poly-

adenylation and differential promoter usage, extracted from the

sentences will speedup the function annotation in databases like

Swiss-Prot (Boeckmann et al., 2003), Alternative Exon database

(Thanaraj et al., 2004) and computationally generated transcripts.

The knowledge residing in LSAT has already been applied for

assignment of MeSH terms to abstracts, function annotations to

genes and studying usage of various TD generating mechanisms

proving effectiveness of our two-step approach (Shah et al., 2005).
We have also deposited our results to curators of the Alternative

Exon database.

DISCUSSION

Most reported efforts for relationship/event extraction in bio-

medical texts are geared towards extraction of molecular inter-

actions (Blaschke and Valencia, 2001; Daraselia et al., 2004;

Novichkova et al., 2003; Shatkay and Feldman, 2003). However,

molecular interactions are only one of the two important factors

behind the phenotypic diversity in eukaryotes. The other factor is

the generation and expression of multiple mRNA transcripts from a

single gene. Alternative transcripts generated using mechanisms

like AS has a potential to modify molecular interactions.

In the first part of this work we showed the feasibility of

identification of sentences describing TD as a classification task

using machine learning methods. This task is analogous to text

categorization for obtaining documents of interest. We manually

prepared a large training set so that classification performance

of various methods could be compared while utilizing different

fractions of training set and different feature sets. Creating a suitable

training set is usually the rate-limiting step for machine learning

methods and we aim to maintain it and make it accessible to the

machine learning community.

SVM proved to be the best classifiers with ‘bag of words’ as a

feature set containing 23 742 training features and 17 760 training

examples. This set had no enriched features (e.g. phrases or syn-

onyms) and it was expected that the method inherently better

at feature selection would outperform others. Maximum entropy

classifier that estimates the conditional distribution of class label

given a training sentence was the second best classifier followed

by the naı̈ve Bayes, EM and tf � idf methods. The KNN classifier

was not able to learn classification rule and suffered with memory

(a)

(b)

Fig. 5. Number of support vectors (a) and associated learning errors

(b) brought about by the SVM with the best learning parameters and three

different kernels. Their learning performances with ‘bag of words’ and ‘bag

of words and phrases’ as feature sets are shown in the figure. The C values

were 10, 10 and 1000 for linear, RBF and sigmoid kernels, respectively.

The gamma-value of 1.5 for the RBF kernel and r-value of 0.1 for sigmoid

kernel were used. All data points are mean values of 4-fold cross validation.

See Supplementary Table 4 for the data points used to plot this figure.
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problems in our experiments. It is not surprising since KNN

classification requires storage of huge amount of training examples

with very high-dimensional feature space and its comparison

with each test example. Such a trend of classification accuracies

has been observed before for the text categorization task (Dumais

et al., 1998; Yiming Yang, 1999).

SVM with the RBF kernel was the best classifier for sentence

classification. The Fb-measure while classifying all sentences in

MEDLINE was 74%. This performance is better than the previous

sentence classification approaches described in the biomedical

literature (Ray and Craven, 2001). An SVM classifier with the

RBF kernel was also used by curators of BIND for their Pre-

BIND and Textomy system (Donaldson et al., 2003). Performance

of the RBF kernel results from the fact that it transforms the input

features into an infinite-dimensional feature space and allows

enclosed decision boundaries.

Hence, SVM classifier was able to learn multiple patterns present

in the training set while handling a relatively large amount of

features and provided good values for precision and recall over a

huge repository of biomedical text. Moreover, there was no need to

select a subset of abstracts or write rules to achieve this per-

formance. The acquisition of domain knowledge was satisfactory

when trained with appropriate examples in the training set and

feature enrichment. For this reason we expect the classifier to

scale-up for the mining of mRNA TD from full text articles.

The subsequent role labeling step also achieved good

Fb-measures for all eight categories and it was instrumental in

generation of LSAT. Machine learning of semantic role labeling

is an important task and many community wide efforts are organ-

ized for it for the general English (e.g. CoNLL-2005 shared task

defined at http://www.lsi.upc.edu/~srlconll). The limiting step for

a similar learning task for the biomedical NLP is the availability

Fig. 6. An example LSAT entry is shown here. This entry identifies existence of alternative splice variants (S6Kalpha and S6Kbeta) for ribosomal protein S6

kinase gene in human as reported in the literature. It also provides identifiers to sequence databases like Refseq and Ensembl. It should be noted here that AS

of S6K is not annotated in any existing sequence databases.
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of a comprehensive database of predicate argument structures

and an annotated corpus. We have already prepared PASBio

database for predicates common in biological texts and will be

including predicate frames for the additional verbs present in the

sentence identified in this work (Wattarujeekrit et al., 2004). At
present we are re-annotating the tagged sentences to prepare a

learning corpus. We aim to train another SVM classifier for machine

learning of semantic role labeling using the structural features

derived form the parse tree and the semantic knowledge in the

PAS frames. The corpus tagged by rules is available for researchers

interested in semantic role labeling at http://www.bork.embl.de/

LSAT/. We propose that the sentence classification and semantic

learning tasks should become part of community wide competitions

like BioCreAtIve (Hirschman et al., 2005) or KDD Challenge

cup (Yeh et al., 2003) for the biomedical text-mining.
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