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Abstract

This diploma thesis describes work on a chip resequencing project of 20 ecotypes belonging to
the plant model species Arabidopsis thaliana, and these ecotypes are accessions from natural
populations. Chip resequencing primarily aims at identifying single nucleotide polymorphisms
(SNPs), the most abundant class of naturally occurring sequence variation. For resequencing,
DNA microarrays are employed on which a genome-wide tiling of 25-mer probes is spotted.
These probes are designed complementary to an a priori reference genome sequence. For each
interrogated site probes with any of the four possible nucleotides in the middle are represented so
that a nucleotide substitution in the interrogated genome will generally lead to a hybridization
signal that is strongest for the corresponding non-reference probe at a SNP position.

The huge data set resulting from the resequencing of 20 genomes of ~125 Mb has been stored
in a MySQL database and a viewer has been implemented in Java for graphical display of
resequencing data recovered directly from the database.

Part of this thesis is a basic characterization of the resequencing data. Intensity and specificity
of hybridization exhibit a large degree of variability, the difference in intensity being more
than 10-fold in extreme cases. Examinations revealed that this variability is in part caused by
experimental factors, and in part determined by sequence properties of the probe. High AT
content and self-complementarity, favoring hairpin formation, negatively affect hybridization,
whereas probes with high-complexity sequences, measured by sequence entropy, hybridize better
on average.

In order to estimate the potential of a given probe for cross-hybridization to multiple DNA
sequence tracts in the genome, a systematic search for repeated 25-mers in the reference genome
has been conducted. The result suggests that more than 90 % false SNP calls in the reference
ecotype, Col-0, are caused by cross-hybridization found with this search method. The error rates
for SNP calls in other ecotypes can be improved with a filter based on 25-mer matches.

Finally, an algorithm has been developed for the prediction of large deletions from resequencing
data. It is a comparative loss-of-signal approach that identifies regions where the target ecotype
exhibits strongly reduced hybridization signal relative to the reference. More than 700 deletions
larger than 200 bp have been predicted for the ecotype Ler-1 some of which are accurate estimates
of deletions known from dideoxy sequencing. The main obstacles for deletion calling are regions
which are repetitive or produce an ambiguous hybridization signal from the reference. This
leads to uncertainties about start and end points of putative deletions. As the set of known
large deletions in Ler-1 is incomplete, it is difficult to assess the specificity of our deletion calling
heuristic. Indirect evaluations suggest that among the predictions the number of true deletions
is higher than the number of false positives. A better assessment will be possible when some
regions containing putative deletions have been sequenced.
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1 Introduction

1.1 Arabidopsis thaliana as a
model for genetics

Arabidopsis thaliana, Thale Cress, is a small
flowering plant. It is a member of the mus-
tard family (Brassicaceae or Cruciferae) to
which agricultural plants such as cabbage,
cauliflower, radish and rapeseed also belong.
It is an annual weed that procreates predomi-
nantly through self-pollination.

Arabidopsis has become a model organism
of choice for molecular plant biology for sev-
eral reasons. It is small enough to be grown in
petri dishes and later in small pots as mature
plants reach about 20 cm in height. It can grow
quickly, so that the whole life-cycle is com-
pleted in 6 weeks. Because it is self-pollinating,
accessions from natural populations already ex-
hibit a small degree of heterozygosity and in-
bred lines are easily produced. More than 1000
accessions from natural populations or eco-
types' have been collected world-wide. As with
other model organisms, a broad research com-
munity has produced an extensive collection of
mutants. Genetic protocols for transformation
mediated by Agrobacterium or transposon mu-
tagenesis have been established [21], [16].

A major reason activating genetic research
using Arabidopsis came from the finding that
the genome is small and enriched for coding se-
quences and thus sequencing is cost-effective,
especially in comparison to many crop plants
whose genomes are large and polyploid (i.e.

the result of genome duplications and fusions).
The Arabidopsis genome comprises about 125
million euchromatic bases organized into five
chromosomes. The sequencing project for the
genome of the Arabidopsis accession Columbia
(Col-0) was finished in 2000 and resulted in a
high-quality sequence with a small number of
gaps and an estimated error rate of approxi-
mately 1:10 000 [13].

1.2 Natural variation and genetic
polymorphism

Once the genome sequences of several higher
organisms were published, questions about nat-
urally occurring polymorphisms in individuals
and populations have been a focus of genome
research in these organisms. In humans this
line of research is driven by the discovery that
in many cases segregating polymorphisms are
the genetic cause underlying susceptibility to
diseases. But natural variation is of much more
fundamental interest to biology and some bio-
logical questions to be asked are mentioned in
the following.

Arabidopsis is well suited for studies of nat-
ural variation as ecotypes collected from dif-
ferent places around the world exhibit striking
morphological differences although they all be-
long to the same species and it is difficult to
infer an unambiguous phylogeny between eco-

types.

I Arabidopsis distribution
*  Accession collected

Figure 1-1

Arabidopsis distribu-
tion and places where
accessions have  been
collected.  (Taken from
natural-eu.org)

n the following we mostly use the term “ecotype” even if “accession” may be more appropriate from an

ecological point of view.
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Beyond morphology, variation is observed in
many other traits such as flowering time in
early or late summer and connected to that
a life-cycle as either winter or summer-annual.
Other variable traits include growth rate, re-
sistance factors for pathogens such as bacte-
ria and for herbivores such as insects. Nat-
ural variation is also observed in biochemical
traits such as enzyme activity, DNA methyla-
tion and gene expression level. Thus, Arabidop-
sts, with its world-wide distribution and colo-
nization of ecologically diverse habitats, is well
suited for studies of natural variation between
ecotypes [16]. Figure 1-1 illustrates the Ara-
bidopsis geographical distribution and places
from which accessions where collected?. For
the project to which this diploma thesis refers,
20 ecotypes have been studied: one reference
accession Col-0 is compared to ecotypes from
Canada (Van-0), Cape Verde Islands (Cvi-0),
Czech Republic (Bor-4 and Br-0), England
(Nfa-8), Estland (Est-1), Finland (Tamm-2),
Germany (Bay-0 and Got-7), Ireland (Bur-
0), Japan (Tsu-1), Poland (Ler-1), Portugal
(C24 and Fei-0), Spain (Ts-1), Sweden (Lov-5),
Tajikistan (Shahdara, in the following referred
to as Sha) and the United States (RRS-7 and
RRS-10).

As genetic research in general aims at find-
ing genes causal to a certain observed pheno-
type, the question, how phenotypic variation is
caused by variation on the DNA level, lies at
the heart of genetics. However, it can be diffi-
cult to pinpoint the genes and alleles which are
causal to variation in a specific trait. Variation
in complex traits is not caused by only one or
two major genetic differences with a Mendelian
segregation pattern. Instead, allelic differences
in many loci contribute to a certain phenotype
and none of these contributions is necessarily
large. Identification of these loci and their al-
leles in the genome can be accomplished with
statistical methods such as quantitative trait
locus (QTL) mapping. The identification of
a QTL has to be confirmed by several experi-
ments in conjunction. A promising approach to
identify candidate loci contributing to a quanti-
tative trait is also by association mapping [26].

Association mapping requires genome-wide
knowledge of variable sites in high density and
an efficient and reliable method to genotype in-

dividuals at many sites (markers). Once these
data are available, one identifies sequence vari-
ants that are statistically correlated with cer-
tain phenotypic variants in the trait of inter-
est. This technique is especially promising in
Arabidopsis, because the distance, in which ad-
jacent markers in the genome are correlated, is
generally small, i.e. linkage equilibrium decays
rapidly (within 25-50 kb) [23], [26]. Thus, as-
sociation mapping should be possible with rel-
atively high resolution with respect to marker
density.

Discovering sequence variation in high den-
sity on a genome scale has motivated the rese-
quencing of the 20 Arabidopsis ecotypes. The
use of such a genome-wide collection of se-
quence variation is, however, not limited to as-
sociation mapping. Key questions of evolution-
ary genetics and population genetics can be ad-
dressed using such a data set. These data will
als reveal amino acid changes in proteins, loss
of certain genes due to deletions or premature
STOP codons (nonsense mutations) or changes
in regulatory sequences that may affect gene
expression [5].

Being given a genome-wide collection of se-
quence polymorphisms will facilitate future re-
search in evolutionary biology. It might be-
come possible to address key questions such as
whether genetic changes are of adaptive nature,
i.e. the result of natural selection, or whether
they are evolutionarily neutral, i.e. purely ran-
dom events. If the neutrality hypothesis can be
rejected one aims at identifying specific regimes
of selection: Is there evidence that mutations
made adaptation to local environment possi-
ble and have such mutations been selected for?
Or conversely, has selection conserved a certain
region and have deleterious mutations been pu-
rified before they reached higher allele frequen-
cies? Or has allelic diversity been maintained
by balancing selection [5]7

On the basis of genome-wide data on se-
quence polymorphism future research will aim
at inferring the population history and the
geographic distribution of genomic diversity,
including events such as recent extensions
or population bottle necks, as well as geo-
graphic routes on which colonization of habi-
tats occurred. New insights will be gained
into the correlation of genetic variation with

2The image was originally published at http://www.dpw.wau.nl/natural/general/distribution.htm
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other properties of the genome such as gene
density, repeat density or recombination fre-
quency [5], [23].

1.3 Whole-genome tiling arrays
for resequencing

Before the resequencing technique is detailed,
the term “sequence variation” should be ren-
dered more precisely. The most abun-
dant class of mutations are single nucleotide
polymorphisms, termed SNPs. Further, there
are insertions and deletions of a few to many
nucleotides in a specific ecotype, defined with
respect to the reference sequence of Col-0 (to-
gether referred to as indels). A special class
of indels are variations in the repeat number
of a small sequence motif; such length poly-
morphisms are commonly seen at mini- and
micro-satellite repeats. Not all of these poly-
morphisms can be detected with resequencing
arrays which aim primarily to identify SNPs.
The identification of large deletions is possible,
while insertions and length polymorphisms are
more difficult to detect.

Chip resequencing is a microarray technol-
ogy that allows sequence variation to be de-
tected in a massively-parallel and thus cost-
effective way. Microarrays are based on the
specificity with which fluorescently labelled,
denatured nucleic acid sequences bind to a
complementary nucleic acid probe which is im-
mobilized on a glass surface. After washing
away unspecifically bound sequences, the flu-
orescence intensity at this spot is measured
and one can tell whether the labelled nucleic
acids that were put on the chip contained a se-
quence which is complementary to this probe.
By spotting many different probes with high
density on an array, many sequences can be in-
terrogated in parallel. Microarrays have been
widely used to identify genes that are differ-
entially expressed under certain conditions by
hybridization of cellular RNA.

Among a variety of genomic analyses beyond
gene expression profiling, DNA arrays can be
used for polymorphism discovery and genotyp-
ing and even genome resequencing. For these
tasks small probes are used, commonly 25 nu-
cleotides in length. The density with which
oligonucleotide probes are spotted on such ar-
rays has made it possible to interrogate entire
genomes with a single (or a few) hybridization

experiment(s) [22].

For the detection of sequence variation,
probes are designed complementary to a previ-
ously known reference genome sequence. The
hybridization of labelled genomic DNA from
closely related individuals or strains of the
same species reveals polymorphisms relative to
the reference where the hybridization intensity
is significantly different from a control experi-
ment in which labelled genomic DNA from the
reference is hybridized to the array.

The design can be further improved for the
discovery and genotyping of SNPs by addi-
tional probes that are complementary to poly-
morphic sequences. In order to interrogate
all possible single nucleotide substitutions at
a given site, four 25-mer probes are designed
which are complementary to 12 bases upstream
and downstream of that site but each having
another of the four possible nucleotides at po-
sition 13. At evolutionarily conserved sites the
strongest hybridization signal is expected to
come from the probe that perfectly matches the
reference genome. If the site is a SNP in the
interrogated genome, there will still be a com-
plementary probe and the hybridization inten-
sity is expected to be strongest at this match-
ing non-reference probe. In any case there
will be one perfect match (PM) probe and 3
probes with a mismatch in the middle (MM
probes) [10], [22].

With a similar approach probes can be de-
signed for the detection of small insertion or
deletion polymorphisms, shown in figure 1-
2. To interrogate all possible deletions up to
length [ starting at a specific site, [ deletion
probes are needed. One needs exponentially
many (more precisely 22:1 4%) probes to inter-
rogate insertions up to length [ with perfectly
complementary probes [10].

To be able to interrogate every single base in
a genome, overlapping probes with single nu-
cleotide overhangs are needed. The design of
such whole-genome tiling arrays for resequenc-
ing is illustrated in figure 1-3. As both strands
of the genome are interrogated for substitution
of every possible nucleotide in the design dis-
cussed here (insertion or deletion probes are
not used), 8 N probes are required for a genome
of length N [22].
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Designation Probe sequence
substitution 5° AGGorT 3¢
insertion 5 +A.+C.T.c arsT -
deletion 5 Al 432, a:ll Ad "
perfect match 5 Enpeenan "“’r to wikltype target =
Figure 1-2

Probe design for variation detection arrays.
Probes interrogating insertions longer than
1 bp would have to contain all possible inserted
sequences, which makes this kind of varia-
tion detection practically infeasible. (Taken
from [10].)

A target

probes that hybridize
to selected nucleotide

Overlapping
25-mer probes
with single
nucleotide overhangs

25

Figure 1-3

Probe design for tiling arrays with overlapping
25-mers with single nucleotide overhangs. Each
nucleotide in the target DNA contributes to
hybridization to 25 perfect match probes for
one strand. (Taken from [10].)

For the resequencing of the Arabidopsis eco-
types the finished sequence of Col-0 was used
for the array design, which only includes sub-
stitution probes. Resequencing the 125 Mb
genome of Arabidopsis was done with approxi-
mately 1 billion probes distributed over 5 pro-
duction wafers. Hence, 20 ecotypes could be
resequenced with only 100 hybridization exper-
iments. The actual hybridization experiments
of 20 ecotypes including the reference Col-0
were conducted at Perlegen Sciences presum-
ably with protocols similar to those described
in [12].

The design of a similar Affymetrix variation

detection array is shown in figure 1-4 (spot size
and pixel masks might slightly differ from the
ones used by Perlegen Sciences). For each of
the positions shown, a clear difference in in-
tensity between the PM and the MM probes is
observed.

Detecting SNPs with resequencing
arrays

Elaborate approaches to SNP calling and geno-
typing from resequencing array data have been
published [7], [27]. Using previously known
SNPs, a third approach based on support vec-
tor machines has been developed in the course
of this project. But instead of going into de-
tails, at this point we only sketch how SNP
signatures can be detected in principle.

First of all, a fraction of the sites queried
with a tiling array produces a signal too weak
or too mnoisy to make a base call. With
Affymetrix variation detection arrays the frac-
tion of sites that could not be called was re-
ported to be 20 % [7], but for the Arabidop-
sis chip resequencing this number is certainly
higher. Depending on the ecotype, Perlegen’s
call rates for SNPs are estimated to be between
19 % and 26 %3.

At sites where the hybridization intensity of
the PM probe exceeds the intensities of the MM
probes far enough to make a reliable base call,
a SNP can be detected by a combination of
two observations. The first signal is obviously
a base call that deviates from the reference se-
quence. Thus one detects simultaneously gain-
of-signal of a non-reference probe and loss-of-
signal of the reference probe. However among
such sites there will be a high number of false
positives. To improve accuracy, one also inte-
grates loss-of-signal of adjacent probes in the
tiling and thereby exploit the fact that in the
probes only the nucleotide at position 13 varies.
Consequently, none of the probes around a SNP
site in the tiling will hybridize without a mis-
match. This is instantly understood with figure
1-3. As mismatches near the ends of a 25-mer
duplex have a smaller influence on its stability,
one only needs to consider 1 to 5 sites upstream
and downstream of the putative SNP to get to
a basic SNP calling algorithm that gives ac-
ceptable results.

3Using known SNPs in dideoxy sequencing data from Magnus Nordborg’s lab, see chapter 2
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20 microns <

B RawDataPixels  [] MaskedPixels A . (5 PossibleSNPs T Reference base from [7].)

=24 microns={

Query Base

+Acopies  [CACTGTCCGGGTA CTCGTAGGGCAG]

Figure 1-4

The design of an
Affymetrix variation
detection array. Each

site is interrogated with

four different probes per

8
* el copies ICACTGTCCGGGTC CTCGTAGGGCAG'

strand and each spot
contains about 10° copies

6 o
PR ICACTGTCCGGGTG GTCGTAGGGCAG'

of one probe. When the

hybridization signal is

] "
== [CACTGTCCGGGT T CTCGTAGGGCAG|

detected from the chip

v

by a scanner, the outer-

most pixels are masked.
|CACTGTCCGGGTTCTCGTAGGGCA
= _ The lower panel shows

hybridization intensities
from 25 probe quar-
tets which interrogate
adjacent sites.  (Taken

1.4

Contributions of this diploma
thesis

At this point the content of this diploma thesis
and its contributions are summarized.

The resequencing data are introduced in
chapter 2. Some basic analyses show how
properties of the probe sequence affect
its hybridization characteristics. Similar
analyses have been described. However,
to our knowledge the dependency of in-
tensity on sequence entropy has not been
published before and the finding of GC
content being a major determinant of hy-
bridization properties appears to be spe-
cific to the resequencing of Arabidopsis.
Some of these properties are incorporated
in SNP calling with support vector ma-
chines (SVMs) that has been part of the
resequencing project, but will not be ex-
plained in detail in this diploma thesis.

A tool for the visualization of resequenc-
ing data together with related informa-
tion is presented.

An algorithm for a systematic, genome-
wide k-mer analysis, described in chap-
ter 3, resulted in an estimate of poten-
tial cross-hybridization for every single

10

probe. To our knowledge such an analysis
has not been described before in publica-
tions on resequencing.

e How the results of the k-mer analysis are
applied to improve the quality of Per-
legen’s SNP calls is discussed in chapter 4
as well as their importance for the discov-
ery of deletions. Additionally, they are an
important input to SVMs for SNP calling
that is currently ongoing.

e A novel method for the detection of large
deletions using resequencing data is pre-
sented in chapter 5. As our knowledge of
large deletions is incomplete, the speci-
ficity of the deletion calling algorithm
could not be assessed directly, but in-
direct evaluations of its results are dis-
cussed.

In summary, the main contributions of this
diploma thesis are a novel deletion calling algo-
rithm and a genome-wide analysis of repeated
k-mers which is an important prerequisite es-
pecially for deletion calling, but also useful ei-
ther to filter given SNP calls for spurious calls
caused by cross-hybridization or as an input
for novel SNP calling methods with increased
sensitivity and specificity.
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2 The resequencing data

This chapter gives an overview over the data we
received from Perlegen Sciences containing the
results of the resequencing experiments. Ba-
sic analyses of some properties of these data
are described as well as sources of data from
other experiments to which the resequencing
data are compared. The chapter is concluded
with a summary of the database we used to
store these data sets and a viewer developed to
visualize the resequencing data.

2.1 The raw data

The raw hybridization data collected from the
tiling arrays were delivered by Perlegen in files
formatted like other sequence trace data. The
format of these ZTR-files was introduced and
described in [3]. They basically contain trace
information compressed effectively to facilitate
storing and transferring. They can be uncom-
pressed to plain text files with routines con-
tained in a library, io_lib, freely available with
the Staden package?.

From the uncompressed files, hybridization
intensities and quality scores can be parsed eas-
ily. Only the mean hybridization intensity for
every probe is specified, values are in the range
between 1 and 4100. Not to be given a standard
deviation might not be a big drawback—in [27]
it is demonstrated that the standard deviation
can be accurately estimated from the mean and
thus does not add much information once the
mean intensity is known.

Furthermore, for every probe quartet, the
data files contain the base call which corre-
sponds to the maximum intensity together with
a quality score that is based on the estimated
error probability of the base call. Such a qual-
ity score ¢ is obtained by a transformation of
the error probability as

q = —10 x log,4(p)

where p is the estimated error probability [8].
Hence, the higher ¢, the higher the accuracy,
while the log transform leads to higher resolu-
tion for critical error probabilities close to zero.

These quality scores are calibrated to re-
flect real error estimates as closely as possi-
ble. The calibration method Perlegen Sciences

4at http://staden.sourceforge.net/

11

uses (see [12], supplementary material, S7) is
a variation of the quality score algorithm in
Phred [8]. The values of ¢ are in the range
between 3 and 32 (some values 5, 6, 27, 31 are
not present which is due to the calibration tech-
nique.) This range corresponds to accuracies of
a base call from a probe quartet between 50 %
(quality score 3) and 99.94 % (quality score 32).

2.2 Some properties and simple
analyses of the raw data

In the following some sequence properties are
described that have an influence on the hy-
bridization intensity of a probe. For these
analyses the complete resequencing data from
the reverse strand of chromosome 2 are used.
The restriction to one of the five chromosomes
makes the analyses feasible with a reasonable
amount of memory. At the same time, biases
compared to the genome-wide distributions are
expected to be relatively small.

Nucleotide content

The largest contribution to hybridization sta-
bility and specificity comes from the innermost
nucleotides in the 25-mer duplex [20], [18]. The
dependance of the intensity of the PM probe
(which we also call “primary intensity”) on the
nucleotide at position 13 are shown in figure 2-
1. It is similar to a histogram plot, but it shows
relative occurrences, i.e. occurrences are nor-
malized with the total number of sites with the
same nucleotide, to account for the extremely
unequal nucleotide frequencies in the Arabidop-
sis genome—Arabidopsis has a low GC con-
tent, between 33.4 and 35.5 % depending on the
chromosome [13]. Instead of a bar plot which is
commonly used for histograms, a line is drawn
in order to display all four histograms together.
Since the number of sites with a primary in-
tensity greater than 300 decreases rapidly the
higher the primary intensity is, relative occur-
rences (y-values) have been log transformed.
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Figure 2-1

Histograms of primary intensity partitioned
according to the nucleotide at position 13 in the
probe. Red — A at position 13, blue — C, green
— G, yellow — T. The x-axis shows intensity

values, while y-values are log-transformed
relative occurrences.

This histogram shows that hybridization inten-
sities are in general higher if the middle nu-
cleotide is a C or a G. This is not completely
unexpected as G-C base pairs contribute more
to duplex stability than A-T base pairs because
of an additional hydrogen bond between G and
C.

The histograms oscillate stronger in the
high intensity domain, which is likely to be a
stochastic effect as the number of sites (sample
size) decreases. A saturation effect at an in-
tensity value of 4100 can also be seen in these
histograms. Note that close to the saturated
intensities G/C probes are also more abundant
than A/T probes.

A similar pattern is observed in the quality
score histograms, shown in figure 2-2. The lines
look ragged since some quality scores are miss-
ing or underrepresented. This is due to the cal-
ibration algorithm for quality scores (described
in detail in [8], [12]). Nevertheless a trend sim-
ilar to the one observed for intensities can be
seen here. Low quality scores are more abun-
dant in the class of A and T probes relative to
G and C probes and the opposite is seen for
high quality scores.

12

0.15

[N}

relative occurrences

0.05

\ i\ LYY ~ / W
IWANAYA' \
N N 3 v
o 5 10 15 n 25 30 35
quality score

Figure 2-2

Histograms of quality score partitioned accord-
ing to the nucleotide at position 13 in the probe.
Red line — A at position 13 in the probe, blue —
C, green — G, yellow — T. X-values correspond
to quality scores and y-values to the relative
number of sites with a given quality score and a
given nucleotide at position 13 in the PM probe.

Taking effects of nucleotide composition one
step further, we investigated the dependance
on the nucleotide content of the whole 25-mer
and its impact on hybridization characteristics.
Figure 2-3 shows mean primary intensity and
mean quality score as a function of the occur-
rences of a given nucleotide in the PM probe.

Again the graphs for C and G content look
similar and complementary to those for A and
T content. This observation is fundamentally
different from those made in [7] where inten-
sity is found to be negatively correlated with
the number of purines (A and in particular
G) in the 25-mer probe. A negative effect of
G-rich probes causing problems in base-calling
has also been reported [27]. This might be the
reason for generally lower primary intensities
for G content compared to that for C content,
also the shape of the mean quality score graph
for C content is slightly broader than the one
for G content.

An interesting difference between the graphs
for primary intensity and quality scores can
be seen when the tails of the A/T histograms
are compared. The increase in intensity with
a high number of As or Ts is not reflected in
quality scores which, instead, show an almost
monotonic decrease towards high numbers of
As or Ts. This suggests that high intensities of
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AT-rich probes are most likely caused by un-
specific cross-hybridization to a genomic back-
ground that is itself very AT-rich. This kind of
cross-hybridization also effects the MM probes
and thereby probably reduces the specificity of
the PM probe within the probe quartet which

in turn results in a lower quality score.

From the observed correlation between G
and C nucleotide content opposed to A and T
content it appeared natural to pool these nu-
cleotides and conduct the same analysis for GC
content.

Mean primary intensity
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Figure 2-3

Mean primary intensity and mean quality score as a function of the nucleotide content of the probe.
Red bars — number of As in the 25-mer probe, blue — Cs, green — Gs, yellow — T's.

(A) Mean primary intensity dependance on nucleotide content.

(B) Mean quality score dependance on nucleotide content.
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Figure 2-4

Mean primary intensity (upper panel) and
mean quality score (lower panel) as a function
of the GC content of the probe. This is the
result of pooling the above dependencies for C
and G content.

Primary intensity dependance on GC content
is illustrated in figure 2-4. In comparison to the
separate analysis for each base this plot reveals
that from very AT-rich probes (with 5 or fewer
Cs and Gs) the hybridization signal is generally
weak. This effect is also reflected in low quality
scores suggesting that most of these sites show
a weak and noisy signal. Hybridization inten-
sity appears to be strongest if approximately
two thirds of the probe consist of Cs and Gs.
As GC content increases, quality scores tend to
decrease earlier than primary intensities. The
reason for this might be decreasing specificity
of GC-rich probes under the given hybridiza-
tion and washing conditions. It might also
reflect that very G-rich probes can form sta-
ble secondary structures hindering hybridiza-
tion to complementary genomic DNA. The out-
liers on the right end could be a stochastic ef-
fect as the sample of probes with very high GC
content is relatively small.
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In conclusion, the effects of nucleotide com-
position on hybridization properties are pro-
nounced. The strong influence of GC content
that has not been reported for previous experi-
ments is likely due to the very AT-rich genome
of Arabidopsis so that extremely unequal nu-
cleotide frequencies might have a bigger impact
than observed previously for genomes with less
biased nucleotide composition.

One should keep these nucleotide dependen-
cies in mind when analyzing SNP calls from
resequencing data. Systematic biases towards
certain nucleotide substitutions among SNP
calls from these resequencing data should not
be unexpected, especially because of the fact
that the middle nucleotide by itself already in-
troduces a strong bias in hybridization inten-
sity and quality score.

Sequence entropy

An investigation of probes with low hybridiza-
tion specificity (in a experiment of compara-
bly smaller scale) was done in [15] with the
result that regions were found to be overrep-
resented in which runs of single nucleotides
occurred, sometimes interleaved with a sec-
ond nucleotide, for instance TTTTCCTTTT
or ACCCCAAAAA. Often these homopoly-
mers do not have a simple repeat structure
such as (AT),, but can be well described with
a measure of sequence complexity such as se-
quence entropy. Sequence entropy is higher the
more heterogenous nucleotide composition is,
hence sequence tracts consisting of a single nu-
cleotide have low sequence entropy (0 indeed).
Entropy and other measures of sequence com-
plexity have been described in [24]. The en-
tropy F of a sequence over an alphabet of size
K (for DNA K = 4) in a window of length w
is defined as

K
E= Z % log s (%)

i=1

where n; is the number of occurrences of sym-
bol i (or nucleotide in case of DNA) in the win-
dow. In this context the length of the probe is
chosen as window length, w = 25.

How mean primary intensity and mean qual-
ity score depend on sequence entropy is de-
picted in figure 2-5. The error bars indicate 1
standard deviation. Quality scores in the lower

panel exhibit a clear dependance on sequence
entropy. For probes whose entropy is close to
1 a significantly higher mean quality score is
observed.
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Figure 2-5

Mean primary intensity (upper panel) and
mean quality score (lower panel) as a function
of the sequence entropy of the probe. Error
bars indicate 1 standard deviation.
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Figure 2-6

Mean primary intensity (upper panel) and
mean quality score (lower panel) as a function
of the sequence entropy of the probe. Repetitive
sites have been excluded. Error bars indicate 1
standard deviation.

The dependance of primary intensity on se-
quence entropy is less obvious than that of
quality scores. One could hypothesize that this
is due to a strong correlation between low en-
tropy sequences and repeats, since low entropy

14
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indicates the abundance of a single nucleotide
which is A or T in most cases because of low ge-
nomic GC content. Indeed, if the same plot is
made after repetitive 25-mers have been filtered
out’, it looks different (see figure 2-6). The tail
for low entropies disappears as it does not pass
the filter and the dependance of primary inten-
sities can be explained more parsimoniously.

Simple sequence repeats

We also investigated the extent to which sim-
ple sequence repeats (SSR), also known as mi-
crosatellites, have an effect on hybridization.
Here we are not concerned with the problem of
cross-hybridization to DNA from other genome
locations. This problem has to be addressed
with a systematic, genome-wide k-mer analy-
sis, wich is explained in chapter 3. We are only
interested in local effects of repeat structures
like (AT),,. Such simple sequence repeats are
common throughout the genome, thus indeed
many of them coincide with 25-mers that are
not unique in the genome sequence. Neverthe-
less, these SSRs often contain point mutations
or differ in the number of tandem units (i.e.
they differ in n) which can result in unique
25-mers. It is known that polymerases have
high error rates at SSRs due to a process called
replication slippage which causes length poly-
morphisms. As the amplification of genomic
DNA for the hybridization experiments is done
by polymerases, the question is whether SSRs
have a noticeable effect on hybridization inten-
sities and quality scores. Because of the high
level of polymorphism in SSRs, a result based
on the data for Col-0 may not be generally ap-
plicable to other ecotypes.

To this end SPUTNIKS, a widely used pro-
gram which detects SSRs with a unit length up
to 5, was slightly modified. SSRs are detected
by first searching for perfect tandem repeats
with 2 copies and unit length 2-5. Upon de-
tection an extension in both directions is trig-
gered. The extension is done with dynamic
programming to align repeat units allowing for
substitutions and indels. The location and
score of each SSR is reported.
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Figure 2-7

Mean primary intensity (upper panel) and
mean quality score (lower panel) as a function
of repeat scores. Error bars indicate 1 standard
deviation. For the rightmost bar the mean
was taken over all probes with a repeat score
greater or equal to 95.

In order to make the graph shown in figure 2-
7, at each site the maximum repeat score was
taken (for simple sequence repeats with a low
degree of conservation, there are sometimes al-
ternatives to assign unit length and unit num-
ber which results in different scores). These
maximum values were summed over all 25 po-
sitions of the probe and plotted against mean
primary intensities and mean quality scores, re-
spectively.

As we are not interested in the effect of cross-
hybridization which is of course a problem at
many sites with simple sequence repeats, all
probes that are not unique in the whole genome
have been excluded from this analysis”. There
is only a loose negative correlation between
probes with high repeat scores and primary
intensities as well as quality scores, suggest-
ing that SSRs only have a minor effect on hy-
bridization properties.

Self-complementarity

In [15] it is also discussed that self-
complementarity of the probe could affect its
ability to hybridize to the interrogated genomic
DNA. By self-complementarity we mean the

5all positions where there is an exact, inexact or short k-mer match, see chapter 3 for details.
6The source code is freely available, see http://espressosoftware.com/pages/sputnik.jsp
"More specifically, all positions where a k-mer match was found have been filtered out; for details see chapter 3.
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tendency of an oligo to form a hairpin struc-
ture. Theoretically, one could compute the
Gibbs free energy for the secondary structure
of every 25-mer on the array, and for some
probes this is shown in [15], but to my knowl-
edge programs like Mfold [28] are not capable
of processing literally hundreds of millions of
DNA oligonucleotides. Such computations are
hardly possible using algorithms with a com-
plexity of O(n?) or higher with current com-
puting power.

Instead of accurate free energy calculations,
simple approximations are used. One alterna-
tive is to simply count the number of com-
plementary bases in a possible hairpin struc-
ture without bulges. We used the maximum
number of consecutive base-pairs in such a
gapless self-alignment as a measure of self-
complementarity. The hairpin turn is required
to be at least 3 nucleotides long. (The same
heuristic is also part of the algorithm for the
prediction of hybridization intensity in [20]. A
similar hairpin score is used in [27] where ad-
ditionally a single mismatch is allowed.)
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Figure 2-8
Mean primary intensity (upper panel) and
mean quality score (lower panel) as a function
of hairpin score. Error bars indicate 1 standard
deviation. Scores below 4 have been set to 0,
therefore the missing bars.

Mean primary intensity as well as mean qual-
ity score as functions of the hairpin score are
shown in figure 2-8. Hairpin scores below 4
have been set to 0, the maximum score in a
25-mer for the perfect hairpin with a loop of
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3 bases and 11 base pairs in the stem is obvi-
ously 11. The graphs suggest that hairpin for-
mation indeed occurs on the arrays as probes
with high hairpin score exhibit reduced inten-
sities and quality scores consistently and with
small deviation (error bars).

2.3 Intensity variability

In the previous section it was analyzed how
sequence properties of the probe affect its
hybridization intensity. It has been shown
that from the probe sequence and its prop-
erties a great deal of the intensity variance
can be explained. Consequently, it has been
attempted to predict the intensity from the
probe sequence (provided that it specifically
hybridizes to only one region of labelled ge-
nomic DNA) and these predictions can be very
accurate, even if the set of training data is
small [11], [20], [27].

However, it is known that generally for mi-
croarray experiments it can be difficult to re-
produce the absolute scale of intensities as sub-
tle differences in experimental conditions can
have drastic effects on hybridization intensity.
An example is shown in figure 2-11. In or-
der to correct for this kind of variance be-
tween experiments, usually technical replicates
are made which then allow to normalize inten-
sities between replicates. Technical replicates
also allow to correct for spatial artifacts like
smudges on a particular array (see [4] for an
example). But because of the sheer size of the
resequencing tiling arrays (approximately 1 bil-
lion probes for each of 20 ecotypes) and the cost
of these array experiments, no technical repli-
cates were made, which would allow to apply a
standard normalization technique.

In the following three kinds of variability
are discussed. First, variability between cor-
responding sites on identical arrays to which
genomic DNA of different ecotypes has been
hybridized. This kind of variability is also
called “inter-sample variability”. Second, dif-
ferent sites on the array, but within the same
ecotype are compared to obtain a measure of
intra-sample variability. Third, as there is not
only one, but five wafers for each ecotype, each
of these wafers containing many chips, one
can compare the intensities between different
wafers and chips.
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Intensity variability between ecotypes

Comparisons of intensity values of different eco-
types are only meaningful if for every eco-
type the interrogated genomic DNA perfectly
matches the PM probe. Therefore, compar-
ing intensities over a longer range of contigu-
ous sites is only possible for genomic regions
which are perfectly conserved between eco-
types. A region that is known to be identical
from dideoxy sequencing® was used to create
figure 2-9.

Two kinds of variability are observed. In
horizontal direction primary intensity shapes a
pattern of mountains and valleys. Such pat-
terns have been observed before (e.g. in [20])
and can be explained by different probe se-
quences having very different hybridization
properties. Particularly probes in the deep val-
leys consistently produce low hybridization sig-
nal. There the signal can be too weak to reli-
ably call bases and consequently SNPs or dele-
tions are hard to detect at these sites.

However, different probe characteristics can-
not account for the observed variability of pri-
mary intensities in vertical direction, i.e. across
ecotypes. When comparing the primary inten-
sities of two ecotypes (such as Col-0 and Ler-1
in the figure), it is not even the case that one
of them is consistently higher than the other.
This kind of variability clearly limits the accu-
racy of any prediction of hybridization intensi-
ties based on the probe sequence, as five-fold
difference and more is commonly observed be-
tween different ecotypes.

Intensity variability of identical probes

To show that the variability of hybridization
intensities of the same probe is not an ecotype-
specific effect, the intensities for one ecotype
from probes with the same sequence that oc-
cur multiple times in the Arabidopsis genome
are compared. Figure 2-10 show three exam-
ples, each of which is the histogram of primary
intensities of 30 identical probes. Such a probe
set is perfectly complementary to 30 genomic
sites, still generally the hybridization does not
appear to be saturated. Instead of a usual bar
plot, histograms are drawn as lines facilitating
the depiction of overlapping ones.

The three histograms shown suggest that

8see section 2.4 on known polymorphisms

the histogram width, which reflects the degree
of variability, depends on the mean intensity.
One might find the width broad considering
that these are perfect replicates. The differ-
ence between the histograms of forward and
reverse strand is large only in one case (shown
in green), which suggests that the variability
between probe quartets of the same site might
depend on mean primary intensity as well.

OCCurrences
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intensity

ﬂl‘ll‘l x I.‘EKI
Figure 2-10

Intensity variability at sites with identical
probes. Histograms of primary intensity (as
line plots) for three sets (each in its own color)
of identical probes are shown for the forward
and reverse strand. Each probe set consists of
30 identical probes with 30 genomic target sites.
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Intensity variability across wafers and
chips

A drastic example of intensity variability across
wafers and in a somewhat smaller scale also
across chips on the same wafer can be seen in a
genome-wide plot of average intensity in Bur-
0 shown in figure 2-11. Intensities have been
smoothed with a moving average under a win-
dow of length 15 000 bp.

The finding that intensities across wafers can
vary drastically can in principle explain why
the intensity variance of identical probes for
the same ecotype spotted on different wafers
is high. Intensity variability across wafers can
also account for high variance of intensities be-
tween ecotypes, as each ecotype is hybridized
to the wafers in an independent experiment.
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Figure 2-11

Genome-wide intensity variability across wafers and chips for Bur-0. Mean intensities were averaged
using a window of length 15 000 bp. The five wafers are shaded in different colors, chip boundaries
Note the discontinuities between some wafers, especially at the
boundaries of the red one. Some instances of more subtle discontinuities between chips on the same
wafer are marked by arrows. (This plot was made with an R script by Richard Clark.)
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2.4 Known polymorphisms as
control and training data

The resequencing of 20 Arabidopsis ecotypes
has not been the first effort to discover ge-
netic variation between these ecotypes. Mag-
nus Nordborg’s group has collected dideoxy
sequences for 96 individuals of Arabidopsis
including the 20 ecotypes that were rese-
quenced [23]. These sequenced fragments are
designed such that they cover the genome
relatively uniformly. Between 586 164 and
629 715 bp have been sequenced per ecotype in
the release used here? which comprises approx-
imately 0.5 % of the whole genome (654 491
bases are reported for Col-0). The number of
SNPs discovered in these fragments varies be-
tween 2243 and 3904 per ecotype, and the num-
ber of indel polymorphisms between 326 and
617 per ecotype.

Unfortunately, the Van-0 accession used for

9see website at http://walnut.usc.edu/2010/
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sequencing appeared to be problematic and
therefore this ecotype was excluded from the
analyses published in [23]. For this reason we
usually exclude Van-0 as when we compare the
resequencing data to the sequenced fragments.
(However, there is no indication that the Van-0
resequencing did not work properly, only com-
parisons are not meaningful.)

These data have proven very useful for com-
parisons to the resequencing data. Because
PCR-based dideoxy sequencing very reliably
uncovers SNPs and small indels, i.e. virtually
without false positives or false negatives, it can
be used to evaluate the performance of SNP
calling methods. For the purpose of assessing
the false-positive rate of SNP calling it is cru-
cial to have a data set for comparison which
has very low error-rates and in this regard the
dideoxy sequences are ideal.

Many other comparative analyses are pos-
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sible having the sequenced fragments, for ex-
ample estimation of SNP density and the aver-
age distance between SNPs, which is important
because the resolution at which SNPs can be
called from the chip resequencing data is lim-
ited. The very low error rate in the dideoxy
sequences further allows to estimate biases in
SNP calls from the resequencing arrays, for
instance a bias towards coding regions of the
genome or the dependance of call rates on the
SNP base or the nucleotide content of the k-
mer around it.

Moreover, the fact that a considerable frac-
tion of polymorphisms was known facilitated
the development of new methods to detect
polymorphisms. Support vector machines for
SNP calling, which belong to the field of su-
pervised learning algorithms, were developed
successfully only because of the existence of a
training and test data set with known labels!?.

The indel polymorphisms found in these se-
quenced fragments also allowed to test the ba-
sic idea of a deletion calling algorithm in re-
gions where a few deletions are known. An in-
direct evaluation of deletion calling results is
also possible with these fragments; details are
described in chapter 5.

Another large data set of dideoxy sequences
was useful for comparisons to the resequencing
data. It consists of a collection of reads from
shotgun sequencing of the genome of Ler, an
ecotype which has been used in a large num-
ber of molecular genetic studies. This sequenc-
ing project has been undertaken by Cereon
Genomics, a subsidiary of Monsanto. The
reads resulted in contigs which covered approx-
imately 70 % of the Col-0 genome on which
they were assembled. From this assembly a list
of sequence polymorphisms was derived con-
taining more than 700 large indels (at leats
100 bp long) in Ler relative to Col-0. These
large deletions allowed evaluation of the per-
formance of the deletion calling method we de-
veloped.

2.5 A database for the
resequencing project

The sheer mass of resequencing data as well as
the need to compare data from different sources
made it necessary to store all this information
in a database and organize it in a way that facil-

itates relating data from different sources. This
database was realized in MySQL. The table de-
sign was mainly created by Stephan Ossowski,
Richard Clark, and myself.

Storing the resequencing data

The information contained in the ZTR files was
parsed and inserted into 20 tables, one for each
ecotype. An entry in such a table corresponds
to a single site in the genome. As such it con-
tains an id, which can be thought of as a ge-
nomic address with the function to allow effi-
cient combination (joins) of information across
tables. An entry further comprises informa-
tion about chromosome and position, 4 inten-
sity peaks for the probe quartet which queried
the forward strand and another 4 intensities
for the reverse strand (A_A_peak, A_C_peak,...
to Z_G_peak, Z_T _peak), and two quality scores
(A_gscore and Z_gscore), one for each probe
quartet and two characters indicating the call
from the respective probe quartet (A_call and
Z call). The minimum space requirement for a
single row is 29 Bytes (4 +1+4+ (4 x2x2)+
(2 x 1)+ (2 x 1) Bytes).

As there are approximately 120 million sites
per genome for each of 20 ecotypes, a mini-
malist, ecotype-specific table needs more than
3.2 GB of hard disk memory. Together with an
index which makes query speed in such huge
tables acceptable, one needs over 5 GB for
each ecotype. Together, all ecotype tables with
minimum information account for more than
100 GB of disk space.

Our tables contain also reference informa-
tion, as well as additional indices for improved
look-up speed of chromosome and position.
The final table size is approximately 10 GB of
disk space.

Storing reference data

An additional table contains the reference se-
quence, one base per row. However, as compar-
isons between the reference sequence and rese-
quencing data are very frequently made, the
reference base is also added to each entry in
the ecotype tables in order to avoid trivial, but
time-consuming joins over these huge tables.
Information on the annotation of the genome
with gene structures is stored in further tables

10Sites where it is known whether or not there is a SNP and between which nucleotides.
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(gene annotation parsed by Stephan Ossowski).
This is needed to determine whether a SNP
causes a change in the amino acid sequence of
a protein. There are other, similar questions
that can only be answered with genome anno-
tation at hand.

Another set of tables contains information
on whether the 25-mer probe at a given site is
unique in the genome or whether it occurs mul-
tiple times. This allows us to filter the genome
for repetitive regions which potentially cause
cross-hybridization and consequently interfere
with analyses. How this kind of information
is computed and stored in the database is de-
scribed in chapters 3 and 4.

Other data sets

The most important other source of infor-
mation that was used for comparison to the
resequencing data is the collection of se-
quenced fragments from Magnus Nordborg’s
lab. This data was also stored in MySQL tables
(the latest releases is contained in the tables
mn_bases_v2, mn_snps_v2, mn_insertions_v2 and
mn_deletions_v2) which makes it possible to link
this collection of known polymorphisms to the
resequencing data for various kinds of compar-
isons that can be conveniently formulated using
SQL!! queries.

In summary, the MySQL database allows us
to store and access the huge amount of rese-
quencing data as well as to integrate other data
sources. The data can be directly accessed by
the user through SQL queries, but more im-
portantly, other programs can query and mod-
ify the data through interfaces to the database.
Over the course of this project such programs
have been written in Perl, Python, Java, Mat-
lab and R.

One of these programs is a viewer that vi-
sualizes the data sets just described and addi-
tionally evaluates properties of the interrogated
DNA sequence that affect hybridization. It was
written with the purpose of facilitating visual
inspections of genomic regions of interest.

2.6 ReseqView — a viewer for
resequencing data

In order to develop methods that extract inter-
esting information from the resequencing data

such as SNPs or deletions, it is helpful to vi-
sualize and inspect the data to get an intuitive
assessment of how SNP or deletion features ap-
pear.

Chromatograms (or trace files), the output
of dideoxy sequencers, can be visualized us-
ing viewers such as Trev [2], the trace editor
and viewer that is part of the Staden pack-
age. As the resequencing data was originally
saved in ZTR files, developed for such chro-
matograms, Trev can be used to display inten-
sities and quality scores from the resequencing
arrays.

Using Trev for our project was not very con-
venient, however, for several reasons. There
are several hundred ZTR files per ecotype and
if one wants to look at a certain region of
the genome, it can be cumbersome to find the
right file. This data is stored and organized in
the database, but for visualization with Trev
it would have to be written to files first. As
Trev was not designed to visualize other kinds
of data, comparisons between the resequenc-
ing data and for example sequenced fragments
from the Nordborg lab is difficult using only
this program.

Consequently I developed a tool, ReseqView,
to visualize not only the resequencing data,
but also sequenced fragments and deletions
from the Ler sequencing project. Additionally,
the reference sequence and some of its proper-
ties, most importantly repetitive 25-mers, can
be displayed in alignment with intensities and
quality scores. As all these data are stored
in the MySQL database, ReseqView is under-
stood as a graphical front-end. The direct in-
teraction with the database allows users to con-
veniently load and visualize any genomic region
from any ecotype in just a few seconds.

The graphical user interface is realized with
the Swing libraries of Java 1.5. It consists of
two components, a display window and a com-
mand editor. Apart from scrollbars the display
window is completely passive without any but-
tons or menus for user interaction. Instead,
the program is controlled by commands that
are entered into the command editor which be-
haves similar to a Unix shell. The decision
to use text commands instead of buttons and
menus was motivated by the possibility to eas-
ily realize a batch mode in which text com-

HStructured Query Language, the standard language for interaction with databases
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mands are read from a file and processed ex-
actly as if they had been entered into the com-
mand editor. That allows to visualize many
different regions with the same display settings
without having to adjust buttons or rulers each
time a new region is loaded. Instead, one
just changes the load command inserting new
genome coordinates in a preexisting batch file,
or alternatively types the load command into
the command editor and inserts the commands
for display configuration into the command ed-
itor via cut-and-paste. As the syntax of the
commands is trivial, it is very easy to write
scripts that automatically generate batch files

for several ecotypes or genomic regions of inter-
est, for example if one wants to inspect multiple
traces at a given genetic locus.

A command to create image files with screen
dumps is also provided and a couple of such
images are contained in this thesis. (Such im-
ages can also be created in the batch mode even
without opening the display window). The key
display features are illustrated by several screen
dumps shown in figure 2-12 and 2-13. Most of
them show only a few features. It is possible,
though, to combine all of them or any subset
in a customized display.

Figure 2-12
0.9k (A) A basic visualization of trace
0.8k 1747 ) data in Lov-5. Intensity values are
0.7k ik | displayed as small colored squares.

Values for the forward strand are
0.6k - ENNS drawn left of the grey vertical lines,
0.5k -] L L those for the reverse strand right of it.
0.4k eEEERERRE LlrL The base calls corresponding to the

e 11443 | k| Faud e maximum peaks are written below
0.3k 48 R - = . . . .

R TIREO. = e | e (5 the intensity values in corresponding
0.2k el TITFFEFER 2 e FECE colors. If calls between strands
0.1k disagree, they are shaded in grey.

_ | | | Asterisks indicate sites where both

(cr]rct:rr:‘c::::ome 3 cssgéjgc cA ﬁj%gq mﬁjég& CA calls match the reference. In the lower
(-} trace: CGCAGG CATAA| IGA| CACAGCCACHGA panel quality scores for forward and
reverse strand are shown as blue bars.

(B) A SNP in Lov-5 confirmed by

2 0k dideoxy sequencing. In this screen
dump the same region as in (A)

is shown, but part of a sequenced

1.5k fragment is displayed instead of
quality scores (framed lower-case

letters). The SNP in the dideoxy

1.0k sequence is shaded in light-green. The
intensity from both probe quartets is

. mElPLk also maximum for the A probe (red
0.5k mELEL T £l kL squares). A depression of intensity

.:!.':'--_;::;-: l'-:....:;:uh.:; -:5:.:::::;:;_:_:: values can be seen a few bases up-

stream and downstream of the SNP.
(T]"t’r'gs::ome 3 gsgé:gc mlﬁqﬁ& C.;ﬁjég& G.;\ For comparisons to the reference,
(-) trace: C_ GCAGG CA AAT IGA|  CACAGCCACIGA Col-0, its maximum intensities are

shown as a black line in the upper

A

~ClgCcaggtcataattgattclcageeact ga

panel.
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2.0k

1.0k

0.5k

chromosome 1: 2696500 2696510 2696520 T
(+) trace: T

GG GGCGGCGGCGGEG GC
(-) trace: T 1T (e Gcgccgccgccgcgggcga
ATACTATCTCTTARCTIG T CIN CICI CICIH T CINT CIREET
 J T 171711 T 7T T T +Fmw===TT1111T11171117
500

200
100
50

20
10
5

kmer occurences
(log scale) 2_

1696500 — THeSes A~ 76gesI0
2.5k
2.0k
1.5k
1.0k
0.5k IRNRFREY .
--$|l=--j J_-*_J:ui*u_:___ar_w-z:ih_égif*FE’: e

chromosome 3: 580880 580890 580900 580910 U

(ltace  CliCcaAchc. .C. RRREAN RAGACHRACKRRRRRAAACA
Gwace €] [CCAGAG, (€[] : ARACA
TCAATGGCTTGTCTTCGAGAGTTCTHETHAEANEAA CIARAETAAACHAAACA
entropy 0.0 ‘
[entropy 0.5 |||||||||||||||||| |
| GC 50 %
entropy 1.0

GC content 0%

580880 580890 580900 580910

Figure 2-13

(A) A visualization of a
repetitive region in Bur-0.
Below the calls, the reference
sequence is shown in black
letters. Those shaded in grey
indicate positions where calls
in Col-0 deviate from the
reference. Colored bars below
the reference sequence denote
how often (in a logarithmic
scale) a region occurs in the
genome that is complemen-
tary to a probe querying this
site. The colors of these bars
indicate to which probe they
bind, for example blue bars
lead to higher hybridzation
signal of the probes for C
calls.  the thickness of the
bars corresponds to different
match types, similar to dif-
ferent degrees of conservation
between the match partners.
Details are explained in
chapter 3.

(B) A visualization of a sim-
ple sequence repeat in Lov-5.
Several properties of the ref-
erence sequence are plotted.
Simple sequence repeats are
drawn as horizontal bars in
redish colors, the darker, the
higher the repeat score (which
is also written on the bar).
The height of the grey bars in
the lower panel corresponds to
the GC content of the probes
at that site. Sequence en-
tropy is depicted by green bars
drawn inversely from the top
of the panel.

A possible explanation for
very low intensities in the
right half of this display is
very low GC content in addi-
tion to the simple sequence
repeat. Note that not only
in Lov-5 but also in Col-0
intensity  calls
deviate from the reference
sequence (letters shaded in

grey).

maximum
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3 K-mer analysis of the Arabidopsis genome

This chapter addresses the problem of non-
unique genomic sequences which potentially in-
terfere with genome-wide resequencing through
cross-hybridization.

Although the tiling array experiments are
designed to detect sequence polymorphisms
such as single base substitutions, this is not
a technique to directly compare correspond-
ing genome sites. In other words, no matter
from which genome location a 25-mer sequence
comes, it can hybridize to any spot on the chip
on which complementary oligos are attached.

Given that a 25-mer occurs somewhere else
in the genome, but with a different nucleotide
in the middle, in theory that can have the same
effect as if the same oligomer was hit by a
point mutation that changed its middle base.
In both cases labelled genomic DNA will be de-
tected at a spot that indicates a non-reference
nucleotide. Thus, if a 25-mer is not unique
throughout the genome, it has the potential to
interfere with SNP detection.!?

If one wants to detect deletions, regions that
display only a weak hybridization signal will be
considered candidates. However, if the deleted
sequence is not unique, genomic DNA from an-
other locus will produce a similar hybridization
signal as if there was no deletion at all.

To circumvent problems like the ones de-
scribed here, caused by k-mers that are not
unique, one needs to have knowledge of all k-
mers that occur multiple times in the genome.

If genomic DNA was generated by a random
process, the chance to observe a certain k-mer
sequence would be 0.25% (in an overly simpli-
fied model assuming equal nucleotide frequen-
cies). For k = 25 that is about 10715, Even
in a random genome of 120 million base pairs
(like the one of Arabidopsis) repeated k-mers
would be expected to be rare events, not likely
to have a major effect on the detection of SNPs
or deletions.

However, after several whole genome se-
quencing projects have been finished, it is
known that genomes are highly repetitive and

that there are many different processes that
generate a wide distribution of repeat sizes.
The degree of conservation or decay of dupli-
cated sequences also varies, primarily depend-
ing on the time that elapsed since the duplica-
tion event.

It is a widely accepted explanation for the
genome size of higher organisms that large scale
duplications have occurred frequently during
genome evolution. This is even more pro-
nounced in the plant kingdom where many
genomes—including that of Arabidopsis—have
been shaped by genome duplication and poly-
ploidy [13]. This further emphasizes the im-
portance of being able to correct for multiply
occurring k-mers when analyzing the Arabidop-
sis resequencing data.

3.1 Repeated k-mers

The k-mer analysis'® aims at identifying k-
mers that have the potential to cross-hybridize
to probes on the tiling-array that correspond
to other genomic positions. From that it fol-
lows that not only exact duplicates of a k-
mer sequence are to be found, but also k-mers
that mismatch in the middle. As there are
probes for all four middle nucleotides on the
chip, these will also form a perfect duplex. It
is also immediately evident that, in addition
to the forward genome strand, also the reverse
strand has to be considered, as DNA from both
strands is hybridized to the resequencing ar-
rays.

Although the resequencing chip technique is
based on the ability to detect single-base mis-
matches, 25-mers are long enough to form more
or less stable duplexes even if they do not
match perfectly. This has been known from
PCR primers and there are actually labora-
tory techniques such as site-directed mutage-
nesis, which take advantage of the possibil-
ity to use a primer with a mismatch to its
binding site. The melting temperature T, of
imperfectly matched oligonucleotide duplexes

12The important difference between these two cases is that the original reference oligomer is still present in the
first one, but not in the second. That means that a true SNP will also have an effect on the intensities around
the polymorphic site that a repeated 25-mer will not have.

131n the following we will use the term k-mer almost simultaneously to 25-mer to indicate that this analysis is
not restricted to 25-mers in principle, even though in practice we used k = 25 as this is the length of the
probes on the arrays. In any case we assume k to be odd.
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have been studied experimentally and the re-
sults have led to in silico prediction methods.
Formulas to accurately calculate AT, can be
quite complex, particularly so if several mis-
matches are considered. Hence we decided to
rather identify matches that are candidates for
binding to a probe with a relatively small differ-
ence in AT, compared to a perfectly matched
k-mer.

Figure 3-1 shows the dependency of AT,
(the change in oligo-duplex stability) on mis-
match position within a 20-mer. This clearly
illustrates that mismatches at the end of an
oligo cannot be treated the same way as inter-
nal mismatches. Note the large variance, which
is mostly due to dependency on the mismatch-
ing two nucleotides. We decided, however, not
to model this nucleotide dependance, as there
is no simple pattern that could be easily incor-
porated into a matching algorithm. The de-
pendance on mismatch position is similar also
for two mismatches, which can be seen in figure

3-2 where AT,,, dependance on combinations of
two mismatches is displayed. Note again that
even two mismatches at the very ends of a 20-
mer duplex do not decrease its ability to form a
stable duplex to an extent that a single internal
mismatch does.

ATm

u & dn

: § Position

Figure 3-1

Calculated AT,, dependency on mismatch
position in 20-mers. Average and standard
deviation over all nucleotide exchanges are

shown. Taken from [18].

-2 4 A &
o
4 <
3-2 o & O
A o o o o o o o o o < o » -16
- [}
6 4 - = &
Gl e j 0 0 a =~2.15
E 42 m T
F 81 & 4 A A A i
52, 4.38 \ =
I [
0 st g8 ¥
514 § -
124 L
thd A
16 T T : :
0 ] 10 15 20
Distance
Figure 3-2

Calculated AT,, dependency on two mismatch positions in a 20-mer duplex.
(negative) ATy, is shown. The first mismatch position is indicated by point shapes: position 1 —
open blue diamonds, position 2 — open red squares, position 3 — open green triangles, position 4
— filled red squares, position 5 — filled blue diamonds, positions 6-10 remaining shapes.
x-axis distance between mismatch positions in the 20-mer is indicated. For more details see original

publication [18].
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In conclusion we made the decision to ana-
lyze the genome for three types of matches:
matches with only one mismatch in the mid-
dle, termed exact k-mer matches, matches with
an additional internal mismatch, termed inex-
act k-mer matches, and those that have sev-
eral mismatches which only affected the outer-
most positions of the k-mer, termed short k-
mer matches.

mismatch positions in exact 25-mer matches

e A

mismatch positions in inexact 25-mer matches

O|O|0|0O|0O[|0|0|0[|0]|0|®|0|0|0|0|0|0|0|0|0|0

mismatch positions in short 25-mer matches

Figure 3-3

Positions at which mismatches are tolerated in
the three k-mer match types. At any number
of positions marked by bullets, mismatches are
tolerated. At only one position of those marked
by a circle an (additional) mismatch is tolerated.

Exact k-mer matches:

By exact k-mer matches of position p we mean
all k-mers contained in a genome sequence S
that exactly match the oligos at one of the 8
spots on the wafer corresponding to position p.

This includes any direct occurrence of the se-
quence S[p— (k D —i—(k—;l)} (including the last
position) in S, but also its reverse complement
Slp - 452, p+ 450)

Furthermore, matches with a different mid-
dle base are also considered to be “exact” here.
So, only the first 12 and the last 12 bases of a
pair of 25-mers have to agree. Formally we are
interested in pairs of positions p and p’ where

S[p—i] = S[p’ —i] and S[p +1i] = S[p’ +1]

foralli=1,.., (kgl)
Matches between the (+)-strand and the (—)-
strand are also of interest:

Slp—i] = S[p +1i] and S[p + 1]

14j e. the number of mismatches

— 5l i

foralli=1,. (k 21)

The Watson Crlck complement (the 3’ — 5 se-
quence of the (—)-strand) of the bases in S is
denoted by S. Note that reverting is done by

flipping the indices.

Inexact k-mer matches:

This class of matches contains a second mis-
match in addition to the middle one. We re-
strict this mismatch position so that two posi-
tions at either end of the oligo-duplex have to
be the same. Thus, effectively mismatches are
tolerated at (k — 1)/2 — 2 positions upstream
and downstream of the middle one. This defini-
tion may seem unnecessarily complicated, but
by these constraints an overlap between inexact
and short k-mer matches (defined hereafter) is
avoided.

Formally we want to find a pair of positions
p and p’ where the Hamming distance'* be-
tween matching k-mers is exactly 1, excluding
2 positions at either end and not considering a
possible middle mismatch:

(k—1)/2 —2
Z (Slp— i ® Slp’ —i])

(k—1)/2—2

+ ) (Sh+ile Sk +i) =1,
i=1

or in case of a match to the (—)-strand

(k—1)/2 —2
> (Sp—ileSp +i)
=1

(k—1)/2 —2

+ Z (Slp+i] @ S[p' —i]) =1,
where (S[i] ® S[j]) = (1) ﬁ}igv i3;"465[.7']

All inexact matches have to meet the con-
straints for conserved ends:

S[p—i] = S[p’ —i] and S[p + 1]
for all 4 = L;l) -1, (kgl)
between different strands

S[p—i] = S[p' +i] and S[p +i] = S[p’ — 1]

k—1
1, 1

= S[p' + 1]

or in case of a match

foralli:@—
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Short k-mer matches:

Short k-mer matches are defined to be matches
that have mismatches at the ends. Any positive
number of mismatches at the first two and the
last two positions is tolerated while all other
bases (except the middle) have to be the same:

S[p—i] = S[p' —i] and S[p+i] = S[p’ + 1]
for all i = 1,.., =1 o,
To avoid an overlap with exact matches we re-

quire that there is at least one mismatch among
the end positions:

Z(S[p+j] ®S[p' +4]) >1

where j € {£(¥71 — 1), £¢7U1

Similarly matches on different strands:
S[p—i] = S[p' +i] and S[p +i] = S[p’ — 1]

foralli=1,.., @ - 2.
and additionally

S (Slp+i®8k —4) >1

J

where j € {£(¥71 — 1), £¢7U1

3.2 A usual string matching
problem?

Finding all exact, inexact and short k-mer
matches in a genome is a string matching task
that is not unusual in bioinformatics. As string
comparison and matching lies at the heart of
bioinformatics (or computer science in general)
there are many good approaches and solutions
to problems like this. However, the k-mer anal-
ysis also has some particularities:

e The problem is actually to find (im-
perfect) repeats—direct and palindromic
ones.

e Only matches of fixed length are of inter-
est here (length k for exact and inexact
matches, length k — 4 for short matches).

e On a whole-genome scale 25 is quite small
as match size, and many matches are ex-
pected to be found.'®

e A mismatch in the middle is always tol-
erated.

These differences to many other pattern match-
ing tasks have several consequences:

Simple exact string matching (using maps or
hashing) is not sufficient but most local align-
ment search tools like BLAST will return hits
of a more general type. These would have to
be parsed and filtered, which would probably
take more time than the actual searches. Con-
sequently, the output of any method should
be as easy to parse as possible and redundan-
cies should be avoided. Furthermore, one does
not need a very sensitive search method, as all
matches are required to have high identity val-
ues.

That leads to fast string comparison ap-
proaches that use exact seeds even when some
mismatches are allowed. Among such algo-
rithms are suffix trees and suffix arrays. Both
are similar in that they use a data structure
of ordered suffixes of a text against which they
compare queries. (When finding repeats, in-
stead of matching a query, the whole data
structure is searched for common prefixes). In
the former case there is an explicit tree, while in
the latter case an array of sorted suffixes has
to suffice in order to avoid the memory over-
head of a tree. That makes suffix arrays more
appropriate in our case, too, as we want to per-
form a genome-wide analysis. In addition, re-
search on suffix arrays has recently made im-
pressive advances so that enhanced suffix ar-
rays are now at least as fast as suffix tree im-
plementations [1].

In order to find imperfect matches in both
approaches exact seeds are computed first,
which are then extended in a second step.
The number of mismatches limits the length of
these seeds (seed lemma) [17] and the smaller
the seeds are, the more time consuming the
search will be as only a fraction of the seeds
can be successfully extended to yield imperfect
matches.

15When the genome sequence of A. thaliana was published, the genome was analyzed for repeats at least 1000 bp

long [13].
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3.3 Analysis of the 120 mega-base
genome of Arabidopsis Col-0

The goal of the k-mer analysis was to report,
for every position in the genome of Arabidop-
sis, whether the k-mer has an exact, inexact
or short match to any other position in the
nuclear genome, the mitochondrial genome or
the chloroplast genome, and the position of ev-
ery matching partner. The organellar genomes
were included in the analysis because the ge-
nomic DNA preparations for chip resequenc-
ing were known to be contaminated with se-
quences from the organelles. So due to their
high copy number, k-mers from organelles are
at least as unfavorable for polymorphism de-
tection as non-unique genomic k-mers.

Of course, the k-mer analysis only yields a
complete and accurate picture for the ecotype
Col-0, for which the genome sequence is already
known. For all other ecotypes this k-mer anal-
ysis is somewhat approximate as their genome
sequence is not identical with that of Col-0.
Some of the duplications that occurred in Col-
0 and the corresponding k-mer matches are not
common to other ecotypes. Or more problem-
atic, a duplication could have taken place in
one or more ecotypes that is not observed in the
Col-0 genome. Despite these limitations the re-
sequenced ecotypes are related closely enough
to make use of the Col-0 k-mer data. The ac-
tual profits from the analysis are summarized
in chapter 4.

The finished sequence of Arabidopsis
(accession Col-0) has a total length of
119 186 498 bp, the mitochondrial genome
comprises 366 924 bp, the chloroplast genome
154 478 bp. After ambiguous bases were
removed and the chromosome ends were
trimmed!®, there were 239 026 370 k-mers from
both strands of the genome for which reciprocal
matches had to be found and reported.

3.4 Description of our K-mer
Analyzer

The basic idea

If one is interested in all k-mers which occur
more than once in a genome, one can gener-
ate a list of all genomic k-mers and sort this

list lexicographically. After sorting all k-mer
sequences which are not unique can then be
reported in a linear traversal of this list.

As we are interested in pairs of matching
positions rather than in the k-mer sequences
themselves, a list of positions is generated to-
gether with the k-mer list and permuted in the
order of the sorted k-mer sequences. Pairs of
positions with matching k-mers are reported
in a straight-forward procedure from these two
lists. In the following section we will extend
this principle idea in order to compute ex-
act, inexact and short k-mer matches on both
strands.

K-mers from both strands of the
genome

So far, only k-mers from the forward (4) strand
are considered and consequently all matches
will be (4+/+) matches. In fact, the case of
(=/—) matches is already covered as every po-
sition of a (4/4) match is also one of a (—/—)
match and vice versa. But we also want to
detect (4+/—) matches (which are symmetric
to (—/+) matches). This is done by includ-
ing with every k-mer sequence also its reverse
complement into the list before it is sorted. Un-
fortunately this means that the list size, the ef-
fort for sorting and the time needed to report
matches double as well. To be able to discern
between k-mers from the two strands, negative
positions are used to indicate k-mers from the
(—)-strand.

Efficiently sorting the k-mer list

Whenever one cannot make any assumptions
about the input to a sort algorithm, Q(nlogn)
is a worst-case lower bound for the run-time
where n is the length of the list to be sorted [6]
(Theorem 8.1, p 167). However, in our case, the
length of every list entry is k and the alphabet
¥ is fairly small: |X| = 4 as we are dealing with
DNA sequences from which ambiguous bases
(e.g. ‘N’) have been removed. In this case it
is possible to sort in time O(n k |X]), which is
effectively linear complexity since k and |X| are
bounded.

16The first 12 as well as the last 12 nucleotides of a chromosome cannot be in the middle of a 25-mer, so strictly
speaking, these positions cannot be resequenced. A similar argument applies for 12 nucleotides upstream and
downstream of an ambiguous base in the reference sequence.
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We are using a bucket sort-like procedure
to sort the k-mer list on letter 4, initially
i = 1. Assuming a DNA alphabet, after-
wards the k-mer list L is an ordered partition
L = (La,Lc,Lg,Lt), where L, contains all
k-mers with prefix = of length 4, so L is now
sorted on prefix z. Then the sort is recursively
carried out on each sub-list L,, now partition-
ing according to the letter ¢4-1 which yields L =
({Lw|w < x}, LzAa LxCa LzGa LzTa {Ly|y - SU})
and so forth.!”

Sorting a (sub-)list L, of size m on letter
i = (|z| + 1) is done by |X]| scans through the
list. This is realized by consecutive c-scans, one
for each letter ¢ € ¥ (in their lexicographic or-
der) using two pointers swp and scn. swp is
initialized to—and invariantly keeps track of—
the first element in L, for which d > ¢, where
d is the letter at position ¢ in that k-mer. scn
is initialized to swp+ 1 and then linearly scans
through L, until it reaches the end of L,,. Each
time scn encounters a k-mer having letter ¢ at
position i, the k-mers to which swp and scn
point, are swapped and also swp is incremented
to the next k-mer in L. This requires O(|3| m)
steps.

As the recursion depth of the bucket sort is
bounded by k and because effectively the whole
k-mer list is sorted on the ith letter exactly
once (in |X] linear scans)—albeit not as a whole
in the same method call—the total run-time is
O(nk|%)).

Note that with a linear runtime this sort pro-
cedure is theoretically optimal, although it has
some substantial overhead so that it might not
be superior to other O(n logn) sort methods
in practice. Note further that there is no extra
memory needed in addition to the k-mer list
which is a crucial feature considering the size
of this list.

Encoding k-mer sequences

As already mentioned, the size of the k-mer
list containing both strands of the whole nu-
clear genome of Arabidopsis plus those from the
mitochondrion and the chloroplast genome—
239 026 370 k-mers in total-—motivates a space-
efficient encoding of k-mers. In Java a (uni-
code) character is stored in 2 bytes, a single
k-mer thus takes 50 bytes and the whole list
would need more than 11 GB of memory.

DNA sequences (of fixed length and with-
out ambiguous nucleotides) can in principle be
stored using only 2 Bits per base—a whole k-
mer can be encoded as a 64-Bit long (“wasting”
14 Bits). That way the size of the k-mer list
is reduced to 5% < 20 % and is now less than
1.8 GB. Another 900 MB are needed for the list
of positions, but the computation is still feasi-
ble on a 64-Bit processor with 4 GB RAM.

When nucleotides are encoded in their lex-
icographic order, A = 00, C = 01, G = 10,
T = 11, faster arithmetic comparisons can
be used instead of string comparison methods.
Two k-mers can now be compared with a sin-
gle operation instead of comparing all k pairs
of letters. (This kind of comparisons is used
when matches are reported.)

Single-letter comparisons are still efficient,
provided that nucleotides at the same position
are compared (which is always the case in the
above algorithm). Before comparing the ith
position of two k-mers, each has to be AND-
masked with a long that contains 11 at the
two bits encoding the ¢th character and 0..0
elsewhere. This is illustrated by a toy example
of 5-mers encoded as 2-Byte words and a com-
parison of their 3rd character:

1st 5-mer GAGCT
encoding 00 00 00 10 00 10 01 11
AND-mask 00 00 00 00 0000 00‘

1st masked 5-mer 00 00 00 00 00[10]00 00

<
2nd masked 5-mer 00 00 00 00 00[11]00 00
3rd char of 2nd 5-mer T

Dealing with mismatches

The algorithm described so far is only able to
find exact matches in the literal sense, it is not
even able to detect exact k-mer matches as de-
fined above with a potential mismatch in the
middle.

The solution of this problem could be
thought of as an excision of the nucleotide
that is allowed to mismatch. Imagine a list
of (k — 1)-mers consisting of two concatenated
((k—1)/2)-mer “halves” without the nucleotide
in the middle instead of the k-mer list. Such a

ITLexicographic order is denoted by ‘<’. ¢ < d means that string c is lexicographically smaller than string d.
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list could be sorted exactly the same way as de-
scribed above, match sets could be found in the
sorted list and reported as before and the result
would be matches potentially with a mismatch
in the middle.

The excision does not have to occur in reality
because we use a sort method that ordered the
k-mer list on a single position at a time rather
than comparing whole k-mers. Therefore it suf-
fices to sort the list on k& — 1 positions leaving
out the middle one. So surprisingly, finding k-
mer matches with a mismatch at a fixed posi-
tion can be done even faster than finding exact
matches (in the literal sense).

Clearly this approach generalizes naturally
to any number of mismatches, as long as the
mismatch positions are all fixed. Thus, finding
exact k-mer matches and short k-mer matches
according to the above definitions is straight
forward: assuming that & = 25, in the first
case the k-mer list has to be sorted on posi-
tions 1 — 12 and 14 — 25, in the second case on
positions 3 — 12 and 14 — 23.

Considerably more effort has to be made
to find inexact k-mer matches, since the ad-
ditional mismatch position is not fixed. In
a first step all matches with a mismatch at
position 3 (in addition to the middle) are
searched which requires to sort on positions
1,2,4,5,..,((k+1)/2) and ((k+1)/24+1), .., k.
Then matches are reported and saved and the
sorting is done again, this time leaving out po-
sition 4 and inexact matches with possible mis-
matches at positions 4 and (k+1)/2 are saved,
and so forth. In total, to detect all inexact
25-mer matches, sorting and reporting matches
has to be done 20 times with mismatch position
i=3,4,.,11,12,14,15,..,22,23.18

Reporting matches

To report matching positions (p, p’), the sorted
k-mer list is traversed from begin to end us-
ing two pointers, b and e, indicating respec-
tively the begin and end of a set of matching
positions (Both are initialized to the first list
entry). In each step of the list traversal the k-
mer sequences of list entries ¢ and (i + 1) are
compared. If both are equal, the e pointer is
set to (i + 1). If they differ, a set of matching
positions can be reported from the position list

in the interval [b, ], provided that e > b. Then
the b pointer is set to (i + 1). When e reaches
the end of the list, a last set of matches is re-
ported from the list interval [b,e] in case that
e > b. Upon its detection a match set is con-
verted to reciprocal hits (p, p’) and (p', p) for all
positions p and p’ in the match interval [b, €] (in
time proportional to (e — b+ 1)?).

In the comparison step, mismatch positions
have to be taken care of by masking them prior
to the actual comparison. This can be done e.g.
with an OR-mask containing 11 at the two bits
encoding the mismatch positions and 0..0 else-
where so that mismatch positions are the same
in all comparisons regardless of the actual nu-
cleotide.

3.5 Discussion of our approach

In principle such a k-mer analysis could as well
be done with a suffix array implementation as
e.g. VMATCH [1] and such a highly optimized
tool is probably faster for some of the match-
ing tasks. In practice, however, there are some
hurdles.

First, it is highly inefficient to use every k-
mer from the tiling as a query in the search
for matches in the genomic text, since these
queries are highly redundant as two neighbor-
ing k-mers have (k — 1) characters in com-
mon. On the other hand, if longer, less over-
lapping queries or a repeat search are used,
k-mer matches have to be parsed from align-
ments longer than 25 bp. This is trivial for ex-
act matches, but when it comes to mismatches,
a lot of the alignments will not meet the inex-
act k-mer match criterion and subsequently be
discarded.

Second, with a suffix array approach one
could naively try to find short k-mer matches
by allowing for 5 mismatches. This is, how-
ever, not advisable since in case of 25-mers the
seed length decreases to 4 and matching speed
is reduced drastically. Instead one could try
to find matches of length (k — 4) allowing for
a single mismatch (in the middle). The disad-
vantage then is that the overlap with the set of
exact and inexact matches will be large. An-
other task that has to be solved is to extend
alignments of size < k in order to obtain short
k-mer matches.

18Note that inexact matches with a mismatch at either of the first two or last two positions are not considered
here because these matches are already contained in the set of short k-mer matches.
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In summary it seemed that the advantage
of faster matching was counterbalanced by the
time needed to parse k-mer hits from the out-
put of VMATCH. This was probably mostly
due to reading/writing to hard disk during a
parsing step which can be avoided computing
k-mer matches directly. The decision to imple-
ment the k-mer analyzer as described here was
finally motivated by the impression that cor-
rectness was easier to ensure with a direct ap-
proach than with processing VMATCH align-
ments.

This advantage and the gain in speed
come however at the cost of memory usage—
VMATCH only uses a fraction of the RAM
that our k-mer analyzer needs. In comparison
to suffix arrays our k-mer analyzer is special-
purpose software that does not generalize well
to the solution of similar problems. It is also
very limited in the number of mismatches at
arbitrary positions in k-mer matches. If for
example one wants to tolerate 2 mismatches
at positions 3,4, ..,11,12,14, 15, .., 22, 23, it will
be necessary to sort the whole k-mer list 190
times.

An extension of our k-mer analyzer seems
possible: Relaxed short k-mer matches with
larger mismatch regions at either end can be
easily computed. However, gapped matches be-
tween k-mers, modelling small bulges in the
oligo-duplexes, are impossible to detect effi-
ciently without the introduction of further data
structures. This could be a more serious draw-
back than it first seems. In resequencing exper-
iments in which also probes for insertion and
deletion (indel) detection were used, it has been
found that 1 bp indels have a destabilizing ef-
fect on the oligomer duplex that is lower than
for single base mismatches [15].

In some sense, one can argue, our k-mer an-
alyzer is a very rudimentary suffix array ap-
proach that exploits that only suffixes of length
25 matter. (Thus one neither needs to keep
track of the suffix length nor the length of
shared prefixes.) The second simple fact that
can be taken advantage of is that we simply
need all genome-wide matches. (Therefore an
inverse position array is not required, one can
simply scan the whole sorted k-mer list and re-
port all matches in a single pass.)!?

Simple matching problems like the one pre-

For details on suffix arrays see [19] [1].
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sented here often have the nice property that
they can be easily parallelized. In our k-mer
analyzer the 22 sorting steps are completely in-
dependent and do not have to run sequentially,
they can be computed just as well in parallel.

3.6 Results

In total, the k-mer analysis resulted in almost
1 billion matches. All reciprocal matches in-
cluding the chloroplast and the mitochondrial
genome as follows:

Table 3.1 K-mer matches

Exact k-mer matches 333 983 864
Inexact k-mer matches 305 872 698
Short k-mer matches 292 480 337

Reciprocal matches (p, p’) where p is on the nu-
clear genome, while the match partner p’ may
also be on the nuclear genome or on an organel-
lar genome:

Table 3.2 K-mer matches
with one partner in the nuclear genome

Exact k-mer matches 333 577 772
Inexact k-mer matches 305 844 001
Short k-mer matches 292 464 314

All statistics on k-mer matches in the following
are calculated only from this set of matches.

Of course the mere number of matches does
not mean that there are no unique k-mers in
the Arabidopsis genome. Although the differ-
ent match classes are defined such that they do
not overlap, a given k-mer can have exact, inex-
act and short matches, hence match positions
can overlap. Counting the positions where the
k-mer is not unique yields:

Table 3.3 Positions with k-mer matches
Positions with

exact k-mer matches 12 970 807
Positions with

inexact k-mer matches 14 510 324
Positions with

short k-mer matches 7 059 270
Total number of positions

with k-mer matches 21 338 048

Table 3.3 shows that in fact most of the
matches are between a fairly small number of
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sites and most of the Arabidopsis genome was
found to be unique in the sense that at such po-
sitions no k-mer matches are found. The over-
lap between positions having a certain type of
k-mer match is depicted by a Venn-diagram in
figure 3-4.

Figure 3-5 gives an illustration of the distri-
bution of duplicated k-mers over the genome.
It was created with a moving average tech-
nique. The fraction of match positions in a win-
dow of size 100 kb is plotted, so for example a
value of 1 means that at all 50 000 positions up-
stream and at all 50 000 positions downstream
there is at least one k-mer match. Different
match types are drawn in different colors. A
clear correlation between k-mer matches of dif-
ferent types can be seen as well as a general in-
crease of duplicated segments around the cen-
tromeres, which are indicated by grey sketches
of the chromosomes below the x-axis. Larger
duplications appear as spikes (values > 0.5 cor-
respond to well-conserved duplications longer
than 50 kb). The baseline below 0.1 is mostly
due to smaller duplications, small simple se-
quence repeats like common (AT),, repeats and
interspersed k-mers that occur multiple times
in the genome but do not belong to larger re-
peats.

Figure 3-6 shows from which genome loca-
tion match partners come in longer non-unique
stretches. This graph was created with a sim-
ilar method used for figure 3-5, but with a
smaller window of 10 kb. Matching regions
are only shown if at least 50 % of the posi-
tions inside the window have matches to a cer-
tain chromosome or organellar genome (mito-
chondrion or chloroplast). The location of the
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match partner is color-coded. There appear
to be no longer high-identity matches to the
chloroplast genome, while a 270 kb insertion
from the mitochondrial genome on the left arm
of chromosome II can be clearly seen (drawn
in red and marked by an asterisk). This inser-
tion has previously been found [9] and reported
to contain about 75 % of the mitochondrial
genome; it is well-conserved with 99 % iden-
tity (to the mitochondrial genome of Arabidop-
sis accession C24). That it is almost identical
to the original sequence is reflected in the red
peak very close to 1.0.

3 904 046

8 069 407 4 492 742

inexact

4 544 250

Figure 3-4

Intersection between positions with k-mer
matches. The overlapping areas indicate that
these three sets of positions are not disjoint.
In the overlaps, numbers are given for the
intersections between 2 of these sets or all of
them respectively, i.e. at 3 904 046 of the
8 069 407 positions where there is an exact and
an inexact k-mer match, there is also a short
k-mer match.
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Distribution of duplicated k-mers over the genome. In y-direction the fraction of positions with
non-unique k-mers in a sliding window of size 100 kb is drawn. Different k-mer match types are
color-coded. Below the x-axis grey shapes indicate the approximate locations of the centromeres.
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K-mer matches colored according to the location of the match partner. Spikes indicate positions
around which k-mer matches to a certain chromosome occur with a frequency > 0.5 in a sliding
window of size 10 kb (peak height corresponds to frequency, i.e. the relative number of match
positions in the window). The location of the match partner is specified by different colors:
chromosomes (x-axis labels) are shaded in their own color, matches to the mitochondrial genome are
drawn in red. A large insertion of mitochondrial DNA into the left arm of chromosome 2 is marked
with an asterisk. The chloroplast genome was also included in this analysis, but does not appear to
have an insertion into the nuclear genome long enough to be seen in this plot.
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4 Application of the k-mer data

In this chapter it is illustrated how the k-mer
matches, once computed, are applied to im-
prove the performance of SNP calling and dele-
tion calling. Before that it is described how
the k-mer data is stored and organized in the
database, which facilitates the integration with
other data sources already contained in the
database.

4.1 Storing k-mer data in the
database

There are three SQL tables for the k-
mer matches, one for each match type
(kmers_exact_matches, kmers_inexact_matches
and kmers_short_matches). In addition to the
pair of positions, entries in these tables also
contain strand information, i.e. whether a
match is a (4+/+) or a (4+/-) match, and which
nucleotide it supports. As in the k-mer anal-
ysis mismatches in the middle of the 25-mer
are always tolerated, the information, which
nucleotide is actually present in position 13 of
the match partner, is important as it deter-
mines to which of the probes in a quartet at a
given site there will be cross-hybridization. In
other words, a match that supports nucleotide
A at a given position potentially increases the
intensity recorded for the A probe.

These match tables contain the complete re-
sult of the k-mer analysis and are thus quite
large. In fact information retrieval from these
tables is time-consuming particularly when k-
mer data is needed for longer stretches of the
genome. In order to increase the speed of
queries to determine which positions corre-
spond to unique k-mers and which positions
do not, three further tables were derived, in
which matches are mapped to genome posi-
tion, discarding the information to which po-
sition there is a match. That means that
these tables now contain at most one entry
per position—the number of rows is actually
reduced more than 20-fold—and thus support
much faster query speed. As at a given position
there can be matches that support different
base calls, the derived tables contain one col-
umn for each of the four possible supports and
these support columns simply contain the num-
ber of respective supporting matches. There-

fore these tables are called “count” tables
(kmers_exact_counts, kmers_inexact_counts and
kmers_short_counts).

4.2 Using k-mer data to improve
SNP-calls

As briefly mentioned when motivating the k-
mer analysis, duplicated k-mers have the po-
tential to interfere with SNP calling in two
ways. One possibility is that a real SNP is
suppressed by an excess of k-mers supporting
the reference. The SNP then goes undetected
and the reference allele would be assigned as
the genotype at that site. But basically refer-
ence supporters can decrease sensitivity, which
is not as dramatic as reduced specificity.

Reduced specificity or a higher number of
false positive SNP calls can be caused by cross-
hybridizing effects that look like SNPs. But
only a minority of k-mer matches can give rise
to such effects namely those matches that sup-
port a base call that differs from the reference.

In a strict sense this statement can only be
made if all k-mer matches are exactly known
for the ecotype of interest. However for the
k-mer analysis, only the reference genome is
available, thus the result is only approximately
correct for other ecotypes. For these ecotypes
another scenario can be thought of: Imagine
a k-mer that occurs in high copy-number in
the genome because it belongs to a transpo-
son. In one ecotype this k-mer could have
been hit by a point mutation in the middle be-
fore it was duplicated many times. Now all
these mutated copies could in principle inter-
fere with SNP detection, while in our analysis
they would look like reference supporters. Al-
though this seems possible and some transpos-
able elements are known to have evolved very
fast and recently in higher organisms, this sce-
nario would be expected to be rare as all the
ecotypes are quite closely related and do not
have a long evolutionary history on their own.
This implies that it is unlikely that they have
developed fundamentally distinct compositions
of transposon families. Therefore the introduc-
tion of a concept of dominating k-mer matches
appears helpful to characterize matches with
non-reference support.
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Dominating k-mer matches Table 4.1 Dominating k-mer matches
A position is said to have dominating k-mer | Positions with dominating
matches, simply if for any non-reference base | exact k-mer matches 544 241
the number of supporting matches is greater _POSltlons with dominating
or equal to the number of matches supporting | P€Xact k-mer matches 1229 912
. . Positions with dominating
the reference base at this position.
. . short k-mer matches 873 801
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Figure 4-1

(A) Two SNPs in Bur-0 confirmed by Magnus Nordborg’s data in a region of unique sequence.
Intensities are visualized in the upper panel as colored squares (the maximum intensity of the
The middle panel shows that there are no k-mer matches
in this region (compare to B). The dideoxy sequence is visualized below that, SNPs are highlighted
in light-green. The lower panel shows quality scores for both strands as blue bars.

(B) A region of non-unique sequence for which the dideoxy sequences of Bur-0 do not contain any
SNP. In the middle panel k-mer matches are plotted as small bars in the color of the nucleotide
they support. The height at which they are drawn depends on the number of matches at this site
(logarithmic scale). The match type is indicated by the thickness: thick — exact matches, medium
— inexact matches, thin — short matches. Dominating matches are framed in black. Two positions
with dominating k-mer matches are shaded in blue. Note that calls of both strands deviate from
the reference at these positions despite very high quality scores.

Col-0 reference is drawn as black line).

e
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Figure 4-1 illustrates the importance to inte-
grate k-mer match data into a SNP calling al-
gorithm (or at least filter the result with k-
mer match data). It shows examples of real
SNPs, confirmed by dideoxy sequencing done
at Magnus Nordborg’s lab [23]%°, and of some
sites that are not polymorphic, but where dom-
inating k-mers cause a signal which is hard to
distinguish from a real SNP signal.

The right panel of figure 4-1 also contains
a site (position 13 712 292, just 2 bp down-
stream of the right site shaded in blue) that
shows a limitation of our concept of domi-
nating k-mer matches. Although the number
of matches supporting T is greater than the
number of those supporting C, the intensity
of the C-probe is higher, most likely because
C-G base pairing adds so much to the stabil-
ity of an AT-rich oligo duplex that it even ex-
ceeds the signal from A-T pairing at higher
concentration. Consequently, with an accu-
rate model of intensity dependency on k-mer
sequence and copy number one could develop
a much more sophisticated concept of domi-
nating k-mer matches which could probably
more accurately predict false positive SNP calls
caused by cross-hybridization.

K-mer matches partially explain Col-0
failures

As mentioned in the discussion of the rese-
quencing data, a significant fraction of the
queried positions failed in the control rese-
quencing experiment of the reference ecotype
Col-0. By “failure” in this context we mean a
position where at least on one strand intensity
is maximum for a non-reference probe. (These
positions were also labelled “bad” and collected
in the SQL table bad_position.) By this def-
inition 24 716 041 positions, which is about
20 % of all queried sites, failed in the Col-
0 reference resequencing. The intersection of
these and all positions with k-mer matches con-
tains 4 447 806 sites, the intersection with posi-
tions with dominating k-mer matches contains
1 194 004 sites. These intersections may seem
insignificant and it is clear that k-mer matches
and cross-hybridization cannot account for all
challenges one faces with the resequencing tech-
nique. It might as well indicate that there
is potential to increase sensitivity and speci-
ficity of the k-mer analysis in order to detect
more potentially cross-hybridizing sequences,
but also to develop better criteria for the extent
to which different mismatches affect hybridiza-
tion properties.

%10’

number of positions

Il

i

30

Figure 4-2

Histogram of failed sites in
the Col-0 control experi-
ment. On the x-axis the
sum of forward and reverse
quality scores is drawn. The
bar plot shows the number
of positions (total number in
black) with k-mer matches
(green) and those with
dominating matches (red).
Relative fractions are also
drawn as lines in the re-
spective colors (y-axis on
the right). They show
that the higher the qual-
ity score the more failed
sites are probably caused
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205ee also section 2.4
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Accepting that some sites fail in the resequenc-
ing experiments, one can of course focus on
those failed sites that will most likely mislead
SNP calling by increasing the number of false
positive calls. Without making too many as-
sumptions about the actual calling method, it
is obvious that failed sites with higher qual-
ity scores pose more serious problems than low
quality sites, as the latter will probably not be
called at all, but labelled ‘N’.

Figure 4-2 illustrates which fraction of failed
sites in Col-0 coincides with positions of du-
plicated k-mers. Note that the higher the
quality score the larger the relative intersec-
tion with positions with k-mer matches. It is
also worth noting that this correlation is only
slightly worse for dominating k-mer matches
than for all matches, although at only ~ 10 %
of all positions with k-mer matches there are
also dominating k-mer matches (2 158 458 of
21 338 048). Note further that this is most
likely not a stochastic effect, since even the
small bins with quality sum scores > 50 contain
more than 300 samples each, most of them even
more than 1000. In conclusion, filtering for po-
sitions with k-mer matches has the potential to
substantially reduce the false discovery rates of
SNP detection.

K-mer matches and Perlegen’s SNP
calls

Together with the raw data from the resequenc-
ing experiments performed at Perlegen Sci-
ences we also received a list of high confidence
SNP calls (the calling algorithm is described
in the supplementary material of [12]). Us-
ing Magnus Nordborg’s data from dideoxy se-
quencing we could verify the outstanding speci-
ficity of these SNP calls, especially in coding
regions of the genome. However, at some SNP
sites the allele called in Col-0 differed from the
reference sequence. To my knowledge the call-
ing algorithm does not take any long-range in-
formation about the reference sequence into ac-
count, i.e. there is no possibility to correct for
cross-hybridizing k-mers. Therefore it seems
obvious to compare those false positive Col-0
SNPs to the lists of positions with (dominat-
ing) k-mer matches; the result is summarized
in table 4.2.

These data suggest that a filter for the detec-
tion of problematic sites in Col-0 which is based
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on dominating k-mer matches has almost the
same sensitivity as a filter based on all k-mer
matches, but the specificity is much higher in
case that dominating k-mer matches are used.

Table 4.2 K-mer matches and SNP calls

in the reference Col-0

SNP calls in Col-0 3471

Col-0 SNPs coinciding with

exact k-mer matches 2717

Col-0 SNPs coinciding with

inexact k-mer matches 1436

Col-0 SNPs coinciding with

short k-mer matches 662

Col-0 SNPs coinciding with

any k-mer match 3 287
(94.6 %)

Col-0 SNPs coinciding with

dominating exact matches 2 585

Col-0 SNPs coinciding with

dominating inexact matches 1129

Col-0 SNPs coinciding with

dominating short matches 566

Col-0 SNPs coinciding with

any dominating match 3 196
(92.1 %)

These numbers further emphasize the impor-
tance of analyzing genome wide k-mer repeats
in order to be able to make predictions where
cross-hybridization is likely to occur. This re-
sult also indirectly verifies the correctness of
the k-mer analyzer, as there are 4 874 positions
with dominating k-mer matches of which 3 196
overlap with SNP calls in Col-0 while the total
number of bases sequenced in Col-0 is 654 491.

The distribution of false positive Col-0 SNPs
over the genome and the spatial correlation to
k-mer matches (of any type) or to dominating
k-mer matches is illustrated by figure 4-3 and
by figure 4-4 respectively.

Since we cannot modify Perlegen’s SNP call-
ing algorithm, the only option is to filter the
results with the k-mer data and exclude all
SNPs at non-unique k-mers in order to de-
crease the number of false positives which are
due to cross-hybridization. The problem with
such filters is that they will also filter out many
true SNPs. An estimate for these filter proper-
ties can be made on those parts of the genome
where dideoxy sequences are available. The re-
sults are summarized in table 4.3. By false pos-
itive SNP calls we mean all positions at which
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there is a resequencing SNP call, that is re-
ported as reference by dideoxy sequencing; ad-
ditionally all SNP positions at which the geno-
type (other than ‘N’) of any ecotype differs be-
tween the resequencing and the dideoxy data.

Table 4.3 K-mer matches and SNP calls
evaluated on dideoxy sequencing data

Total number of bases in

dideoxy sequences 686 924
Total number of SNPs in

dideoxy sequences 12 946
Number of false positive SNP calls

in dideoxy sequences 143
Positions with exact k-mer matches

coinciding with true SNPs 414

Positions with exact k-mer matches
coinciding with false positives 25
Positions with exact k-mer matches

in dideoxy sequences 14 588
Positions with inexact k-mer matches
coinciding with true SNPs 615

Positions with inexact k-mer matches
coinciding with false positives 11
Positions with inexact k-mer matches

in dideoxy sequences 21 645
Positions with short k-mer matches
coinciding with true SNPs 298

Positions with short k-mer matches
coinciding with false positives 6
Positions with short k-mer matches

in dideoxy sequences 9 851
Positions with any k-mer match
coinciding with true SNPs 987

Positions with any k-mer match
coinciding with false positives 34
Positions with any k-mer match

in dideoxy sequences 37 491

Table 4.3 shows that the ratio between fil-
tered false positive SNPs and lost true SNPs
is 1:17 for exact matches, 1:56 for inexact
matches and 1:50 for short matches, respec-
tively. This means that exact k-mer matches
are a much more specific filter than inexact or
short matches. Moreover, filtering with inex-
act matches would exclude the highest num-
ber of positions in general as well as positions
with true SNP. Thus, combining only exact
and short k-mer matches into one filter appears
to be a good alternative with a filter ratio of
1:22 (false positive SNPs to true SNPs). We
preferred this one over the combination of all
k-mer matches to filter Perlegen’s SNP calls.

The evaluation of this combined filter is sum-
marized as follows:

Table 4.4 Evaluation of exact and
short matches at resequencing SNP calls

Positions with exact and short matches
coinciding with true SNPs

Positions with exact and short matches
coinciding with false positives 28
Positions with exact and short matches
in dideoxy sequences

606

21794

The performance of dominating k-mers as a fil-
ter for SNP calling is shown in the following
table:

Table 4.5 Evaluation of dominating
matches at resequencing SNP calls

Positions with exact dominating matches
coinciding with true SNPs

Positions with exact dominating matches
coinciding with false positives 8
Positions with exact dominating matches
in dideoxy sequences

110

865

Positions with inexact dominating matches
coinciding with true SNPs

Positions with inexact dominating matches
coinciding with false positives 7
Positions with inexact dominating matches

in dideoxy sequences 2719

226

Positions with short dominating matches
coinciding with true SNPs

Positions with short dominating matches
coinciding with false positives 1
Positions with short dominating matches

117

in dideoxy sequences 1917
Positions with any dominating match
coinciding with true SNPs 363

Positions with any dominating match
coinciding with false positives 14
Positions with any dominating match
in dideoxy sequences

5 070

A comparison between all k-mer matches and
dominating k-mer matches as filters shows that
dominating k-mers have less power to reduce
the number of false positives, but also filter
out fewer real SNPs. Except for short matches,
dominating k-mer matches are still more spe-
cific. Consequently, dominating k-mer matches
can be used as a minimalist filter. As such they
are well suited for pre-filtering the input data
for a support vector machine which attempts
to classify the data into conserved versus SNP
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positions. Such a learning machine can be
given the complete set of k-mer matches as fea-
tures so that it might be able to autonomously
learn something about the implication of cer-
tain types of k-mer matches to SNP calling.

When filtering Perlegen’s SNP calls, a filter
ratio of 1:22 still distinctly improves the qual-
ity of the SNP calls, because generally the error
rate is lower; depending on the ecotype, the ra-
tio of false positive SNP calls to true positives
is between 1:21 and 1:72 (average 1:36)2!

4.3 K-mer data as a prerequisite
for deletion-calling

How to call deletions is discussed in chapter 5,
so at this point a calling algorithm is not de-
scribed in detail. Instead, after describing the
fundamental signal that any deletion calling al-
gorithm will have to detect, I will focus on the
implication of non-unique k-mers in deleted re-
gions.
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Distribution of duplicated k-mers together with false positive SNP calls in Col-0 over the genome.
In black the fraction of positions with non-unique k-mers in a sliding window of size 50 kb is drawn;
in blue the number of false positive SNPs in the same window. Vertical lines are used to indicate
sites of missing data (where there is no unambiguous reference sequence). Their size is color-coded:
grey — size > 1, yellow — size > 100, orange — size > 1000, red — size > 4000. (This plot was created
with an R script written by Richard Clark.)
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Calling deletions is obviously based on detect- sequence. If the k-mers within a deletion are
ing the absence of a clear hybridization signal, also present somewhere else in the genome,
for in a deleted region there is no sequence that cross-hybridization will lead to normal inten-
could hybridize to the corresponding probes on sities making it difficult to tell whether there is
the array. As the intensities in regions that are a deletion or not. This is illustrated by figure
not deleted already exhibit a large variation, 4-5. The example shown is even less problem-
one has to have an accurate expectation of the atic than cases where a large deletion contains
intensities under the null model that a sequence several smaller areas with k-mer matches. In
is not deleted. One such null model is obvi- such a case one might call several deletion in-
ously the intensities of the reference ecotype stead of a single one, as the deletion signature
Col-0. Hence, intuitively one attempts to call is interrupted by high intensities due to cross-
deletions in a target ecotype in regions where hybridization of repeated k-mers. Addressing
the intensities of the target ecotype are signifi- this problem is only possible if one has data on
cantly smaller than the reference ecotype. duplicated k-mers. Thus the result of the k-

Without knowing the details about the ac- mer analysis is a fundamental requirement for
tual calling method, consider a case in which deletion calling, which is described in depth in
the deletion did not occur in a region of unique the following chapter.
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Figure 4-4

Distribution of dominating k-mer matches together with false positive SNP calls in Col-0 over the
genome. In black the fraction of positions with dominating k-mer matches in a sliding window
of size 50 kb is shown; in blue the number of false positive SNPs in the same window. As in the
previous figure vertical lines are used to indicate sites of missing data. (This plot was created with
an R script written by Richard Clark.)
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Figure 4-5

(A) A deletion in a region of unique sequence in Bur-0, i.e. without any k-mer match (data not
shown). Note that the intensities (colored squares on the upper panel) and quality scores (blue
bars) are very low in the deleted region (verified by dideoxy sequences, depicted by red ‘D’s),
but increase quickly downstream of the deletion. About 20 bases upstream there is an insertion
(black triangle) that results in weak signals between the two polymorphisms, but upstream of
this insertion the transition to normal intensities and quality scores is quite sharp (compare the
intensities to the one of the reference Col-0 indicated by the black line).

(B) A deletion in a region of non-unique sequence in Ler-1. Virtually the whole deleted region of
82 bp is covered by k-mer matches (colored bars in the middle panel). In the 5 half of the deleted
region cross-hybridization leads to a signal that agrees almost perfectly with the reference affirmed
by high quality scores. The intensities and quality scores in the deletion are even stronger than in
the upstream region that is not deleted.

42



Resequencing data of 20 Arabidopsis ecotypes

Calling large deletions

5 Calling large deletions

In this chapter it is described how the rese-
quencing data can be used to detect large dele-
tions in the 19 non-reference ecotypes. A brief
introduction of the basic concept of deletion
calling and the hurdles to be taken by a dele-
tion calling algorithm is followed by an expla-
nation of the heuristic we developed to tackle
these problems. The chapter is concluded with
an evaluation and discussion of our method.

5.1 An elementary concept of
deletion calling

The elementary concept of deletion calling is
quite obvious: To infer from low hybridiza-
tion intensities the absence of genomic DNA
sequences, i.e. deletions. Deletion calling from
microarray data has been approached previ-
ously [25], [4]. As the variance of intensity val-
ues is usually too large to infer anything mean-
ingful by simple thresholding, comparative ap-
proaches are more appropriate (and proposed
in both cited publications).

There are several possibilities for compar-
isons. One is the comparison of the inten-
sity of the perfectly matched probe (PM) to
the intensities of mismatched probes (MM)
within the same probe quartet. A large differ-
ence is expected in case that the interrogated
DNA is present. If the interrogated DNA is
deleted, this difference is expected to be much
smaller [25].

Such a comparison is problematic as there
are many sites even in Col-0, in which the ratio
between PM and MM intensity is very small,
although the interrogated DNA of the reference
ecotype is not polymorphic or deleted. Typi-
cally such sites are not random, and occur in
longer stretches that could easily lead to spu-
rious deletion calls. This is a problem of intra-
sample variability.

Another possibility is to compare observed to
expected intensities predicted by an algorithm
that models hybridization behavior from oligo
sequence and concentration. Such algorithms
have been proposed [11], [20], [27], but unless
these are able to give very accurate predictions,
such an approach will have greater difficulties
than a comparison between different observa-
tions.
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A third possibility are inter-sample compar-
isons between different ecotypes. Naturally,
the intensities of the reference ecotype Col-0
are a good null model to which one can com-
pare the intensities of an ecotype in which dele-
tions are to be called. Deletion calling based on
this kind of comparisons was described in [4]
where expression arrays were used which lack
mismatch probes. The problem with this ap-
proach is large inter-sample variability or lim-
ited reproducibility: Even in non-polymorphic
regions corresponding intensities from different
ecotypes exhibit a great deal of variability (also
discussed in [27]).

A general problem in all cases are spatial dif-
ferences in intensities, technical artifacts that
are sometimes caused by subtle variation in the
handling of the arrays during hybridization and
washing. Without replicates such spatial arti-
facts can be hard to corrected for. Thus we
had to rely on methods robust enough to han-
dle this kind of variation.

5.2 Fundamental difficulties

Assuming that a method can cope with large
variance in intensities, still conceptually some
problems have to be solved. As mentioned in
the section on applications of the k-mer data,
repeated k-mers causing cross-hybridization
have a serious potential to interfere with
deletion calling. This was already noticed
in [25] and it has been recommended to ex-
clude regions with strong likelihood of cross-
hybridizing.

If inter-sample comparisons to the reference
Col-0 are made, it comes at a cost. Regions
where the reference intensities are too weak or
too noisy have to be excluded from deletion
calling and treated as missing data. As previ-
ously described, roughly 20 % of all Col-0 sites
failed, i.e. there the maximum intensities do
not come from the reference probe. Since only
a fraction of them coincides with repeated k-
mers, a considerable number of additional sites
will have to be left aside. Moreover, there are
sites where intensities and quality scores are so
low that reliable comparisons to them cannot
be made either.
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Figure 5-1

A 48 bp deletion in the ecotype C24 found by dideoxy sequencing [23]. Deleted bases are marked
by red ‘D’s. Intensities of C24 are plotted as colored squares in the upper panel. They obliterate
the maximum intensities of Col-0 (black line) almost everywhere. The probes having maximum
intensities in C24 display a random pattern, as (+)-strand and (—)-strand disagree at the majority
of sites (positions in the colored sequences that are shaded in grey). Consequently, also quality scores
are very low. The reference failed at many sites as well (positions in the black reference sequence that
are shaded in grey). Reference mean quality scores are depicted by black bars in the lower panel.
The lower panel also shows peach-colored quality ratios (explained in section 5.3 on ‘Deletion scores’).

A deletion that is practically impossible to de- sequenced fragments the average SNP distance
tect on that account is shown in figure 5-1. cannot be computed directly, since these frag-
Note that the segment displayed only contains ments are on average 583 bp long and if a frag-
three sites with k-mer matches, none of them ment contains fewer than two SNPs the dis-
in the deletion (not shown). tance to adjacent SNPs cannot be calculated
(only a lower bound). For fragments with two
A third type of problematic cases are re- or more SNPs the average SNP distance per
gions that are very polymorphic, where there ecotype varies between 50 and 57 and a con-
are many SNPs within a short distance to one siderable fraction of 44-51 % of these SNPs lie
another, often interspersed by small insertions within a distance of < 12 bp to the nearest
and deletions. This is generally a challenge neighboring SNP. If indel polymorphisms are
for SNP calling, because in cases where SNPs also considered, the average distance between
are closer than 12 bp to each other, no probe adjacent polymorphic features is 45-52 bp and
on the array will perfectly match the interro- 47-55 % of these features are at a distance of
gated DNA sequence in this ecotype. There- < 12 bp to the nearest adjacent polymorphism.
fore such regions result in a depression of the Of course this is an underestimation of the true
intensities in a longer range so that the pat- distances as it is only based on more polymor-
tern resembles a deletion. We have not been phic fragments. 21-36 % of all fragments con-
able to find any detailed discussion of this tain more than one SNP, 24-39 % contain more
problem in the literature, probably because than one polymorphism including indels, but
in most resequencing experiments SNP den- the majority of 88-93 % of all SNPs (90-94 %
sity is found to be low enough that this phe- of all polymorphisms) lie on these more poly-
nomenon does not have a major impact [27] morphic fragments.
(With an average distance between adjacent
SNPs of 1871 bp in human this is obviously An illustration of this kind of problem is
a minor issue in [12].) However, Magnus Nord- given in figure 5-3. This might seem like an
borg’s dideoxy sequences [23] draw another pic- extreme example and clearly is not represen-
ture for the Arabidopsis ecotypes. From the tative of the majority of sequenced fragments.
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However, it is not a clear outlier, but just one
of several highly polymorphic fragments found
in every ecotype in Magnus Nordborg’s data.

Based on these observations we decided not
to attempt to call smaller deletions that are
more likely to be spurious predictions caused
by several polymorphisms close to each other.
We expect this problem to be less serious for
DNA stretches of several hundred base pairs.
A second reason for limiting our search to
longer deletions is the necessity to confirm our
calls by conventional sequencing experiments.
Therefore it appears more useful to predict
fewer deletions, but with higher confidence,
for which there are resources to sequence the
breakpoints.

Unfortunately, the dideoxy sequencing data
only comprises a handful of examples of dele-
tions longer than 100 bp (for all ecotypes there
are 12 deletions at least 50 bp long of which
6 are actually longer than 100 bp, in Ler-
1 there is only a single deletion longer than
50 bp). These are hardly sufficient as a train-
ing set for supervised learning approaches or
Hidden Markov Models (HMMs). A histogram

of deletion length is shown in figure 5-2. Dele-
tions that are common to several ecotypes are
counted only once.

For one ecotype, Ler, a low coverage sequenc-
ing project has been undertaken by Cereon Ge-
nomics, a subsidiary of Monsanto Company.
Approximately 2-fold coverage was achieved re-
sulting in roughly 50 000 contigs that covered
about 70 % of the genome at the nucleotide
level. This project also resulted in a list of
SNPs and indel polymorphisms, discovered in
Ler [14]. This list contains 747 indels larger
than 100 bp, but unlike SNPs, the quality
of these indel polymorphism has not been as-
sessed by further sequencing efforts and espe-
cially for larger indels the error rate is expected
to be considerable. We decided to manually cu-
rate these data and to use some of the larger
deletions in Ler to develop a deletion calling
algorithm. Since we had no data for other eco-
types we focused on Ler-1 (although it is not
completely clear whether the sequenced reads
are from the same Ler accession whose DNA
was used for the resequencing).

150 - :

number of 1bp deletions: 510

100

number of deletions

50

Figure 5-2

length

Histogram of deletion length from dideoxy sequence fragments. Blue bars — deletions found in at
least one ecotype (1 bp deletions are truncated) deletions that are common to several ecotypes are
counted only once. Red bars — deletions found in Ler-1.
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5.3 Deletion scores

As elaborated above, intensity values show
large variability that complicates deletion call-
ing. However, this variability is reflected in
quality scores to a much smaller extent mak-
ing them more useful for deletion calling than
intensities.

We use two types of deletion scores, a
quality-ratio score and a mismatch score which
are explained in the following. A third mea-
sure, perfectly conserved words is also intro-
duced in this section.

Quality-ratio score

Since we decided to call deletions based on
comparisons between the reference Col-0 and a
target ecotype, our first score is simply the ra-
tio between the Col-0 quality score and the tar-
get quality score. In order to avoid high scores
at positions where Col-0 resequencing did not
work well, the Col-0 quality score was set to
0 unless the sum of the quality scores of both
strands was > 6.

We define the quality-ratio score sgr at po-
sition p as:

n = Col.q™(p) + Col.q” (p)
0

S p) = n
ar(P) { t.qgt (p) +t.q=(p)

where Col.q™" (p) is the quality score for the for-
ward strand in Col-0 at position p and ¢~ the
quality score for the reverse strand, similarly
for the target ecotype t.

To increase sensitivity and specificity to a
reasonable level, information from probes in a
local neighborhood is combined. A combina-
tion of scores under a window has also been
proposed in [25].

To this end we use a sliding window ap-
proach. In order to determine whether posi-
tion p is likely to be deleted, we also consider
(w —1)/2 positions upstream and downstream
of p, where w is the length of the window. In
this window we compute the median of all sgr
values and assign it to position p. This me-
dian score is denoted by Sgr(p). Median fil-
tering is preferred over averaging because the
median preserves sharp transitions better than
the mean (this can be seen for example in im-
age processing quite nicely), making it easier
to detect the ends of a deletion.
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Truncated histograms of quality-ratio scores in
-0 1 wi W iz iti -
Br-0 in a window of size 101 bp partitioned ac
cording to polymorphisms.

(A) scores in deletions (red bars) and in dele-
tions which are at least 25 bp long (black
bars).

(B) scores in a 12 bp neighborhood of a SNP.

(C) scores in a 12 bp neighborhood of an in-
sertion.

(D) scores in conserved 25-mers.
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As the only longer deletion in Ler-1 in Magnus
Nordborg’s data lies in a repeat, we evaluated
the sliding window method on another eco-
type, Br-0. We calculated all median quality-
ratio scores on the sequenced fragments using
a window of 101 bp. We then partitioned the
scores into bins and counted the positions at
which a certain score appeared. These posi-
tions were also partitioned into ones that are
deleted in Br-0 (or are inside a deletion of
length > 25), positions where one or more
SNPs are within 12 bp upstream or down-
stream, positions where there is an insertion in
the 12 bp neighborhood, and positions around
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which the whole 25-mer is conserved between
Col-0 and Br-0, respectively. For each of these
last four categories a histogram of the quality-
ratio scores was made (shown in figure 5-4).

If the same number of sites is sampled from
each of the four categories (this can be seen as
approximating a probability density function),
scores in long deletions are almost disjoint from
scores around SNPs, insertions or at conserved
sites. But in this context sampling is mislead-
ing as deletions are very rare events compared
to SNPs and especially compared to conserved
sites. Thus, there is some overlap between the
tails of the histograms of SNPs and conserved
sites on the one hand and the histogram of long
deletions on the other hand. Nevertheless these
histograms show that longer deletions can be
recognized with quality-ratio scores. Detection
of deletions shorter than 25 bp, however, is im-
possible with the kind of scores proposed here.

Mismatch score

The second score that we use is based on max-
imum intensities and measures how often the
maximum intensity in the target ecotype is ob-
served at another probe than expected from
the reference sequence. In order to correct for
problematic sites in Col-0 we subtract the num-
ber of probe quartets for which in Col-0 the
maximum intensity does not come from the PM
probe.

The mismatch score sy at position p is de-
fined as:

(argmax t.Q* @ S[p))

+ (arg maxt.Q~ ® S[p|)

— (arg max Col.Q" ® S[p])
— (arg max Col.Q~ ® S[p])

SMM(p) =

where ¢t.QT denotes the probe quartet of the
intensities I from the forward strand: = — I,
x € {A,C,G, T} in the target ecotype ¢, simi-
larly for the probe quartet ¢.QQ~ of the reverse
strand and the reference ecotype Col.

S[p] denotes the nucleotide at position p in
the reference sequence, S[p] its Watson-Crick
complement and i ® j = 1 if ¢ # j, 0 otherwise.

Again, because mismatch scores are not very
informative for single positions, we use a win-
dow of the same size w as for quality-ratio
scores. Position p is then assigned a mismatch
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Figure 5-5
Truncated histograms of mismatch scores in Br-
0 in a window of size 101 bp partitioned accord-
ing to polymorphisms.

(A) scores in deletions (red bars) and in dele-
tions which are at least 25 bp long (black

bars).
scores in a 12 bp neighborhood of a SNP.

scores in a 12 bp neighborhood of an in-
sertion.

scores in conserved 25-mers.

Such a score is considered because in deleted
regions one expects random intensity maxima,
resulting in high mismatch scores, given that
Col-0 worked well. In a simple random model
one would expect scores close to %, assuming
equal nucleotide frequencies, independence be-
tween strands and no Col-0 mismatches. Scores
in conserved regions are expected to be much
lower, otherwise resequencing with tiling arrays
would be impossible.
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A nice property of the mismatch score is
its independence of scale, i.e. even in regions
where the inter-sample variability of intensi-
ties is large, there might be a noticeable ef-
fect also on quality scores. However, a mis-
match score is expected to be most insensitive
to this. The histograms for mismatch scores,
computed with the same method as described
above are shown in figure 5-5. For mismatch
scores the overlap of the histograms of deleted
sites to other sites appears to be a little larger
in Br-0 than for quality-ratio scores. Never-
theless, when the same comparison is made for
other ecotypes, it is observed, that mismatch
scores are much more consistent across differ-
ent ecotypes. The separation of quality-ratio
scores of Br-0 is unmatched in other ecotypes,
although this can partially be explained by a
lack of longer deletions in non-repetitive re-
gions in almost all other ecotypes.

To determine a good threshold for these
scores, above which they truly indicate a dele-
tion with high likelihood, the dependance of
sensitivity and specificity on such a thresh-
old was evaluated. At this stage we also ex-
amined different window sizes and came to
the conclusion to use a window of length 101,

since with smaller window sizes specificity de-
creases rapidly, while the performance of win-
dows longer than 101 bp is not better either,
most likely because the number of sites in dele-
tions longer than 100 bp is also very limited in
our data set. A slight improvement can be seen
though, when instead of the median the first
quartile of the quality ratios in the window is
evaluated. A graph that shows how specificity,
i.e. the fraction of true positives among all pos-
itively predicted positions, and sensitivity, i.e.
the fraction of true positives among all posi-
tions in long deletions, depend on score thresh-
olds is shown in figure 5-6. Long deletions in
this context are those of at least 25 bp. Here
it seems that quality-ratio scores are more spe-
cific and sensitive, but this observation cannot
be made for all ecotypes. Indeed, mismatch
scores are much more consistent in different
ecotypes. Therefore a stringent threshold of
0.72 was used for mismatch scores, for quality-
ratio scores we used a relaxed threshold of 3.8
in order to avoid very low sensitivity in more
problematic ecotypes. As our deletion calling
algorithm is based on the conjunction of both
scores, specificity can be controlled through the
mismatch score threshold.
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Figure 5-6

The dependency of sensitivity (blue line) and specificity (green line) on score thresholds (x-axis)
in Br-0. If for example a quality ratio score threshold of 4.6 is used, the detection of sites in long
deletions has both sensitivity and specificity above 80 %. However if 80 % specificity is required for
mismatch scores too, it is not even possible to detect 50 % of all sites in long deletions.
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Perfectly conserved words

A perfectly conserved word of length [ is sim-
ply [ sites in a row where for both strands
the probe with the maximum intensity matches
the reference. For example in figure 5-3 the
only perfectly conserved word of length 6 is
where the reference sequence as well as both
strands read TTTCCA. Long perfectly con-
served words are expected to be very rarely
found in deleted regions (in non-repetitive
DNA), while other regions are expected—
and observed—to contain longer perfectly con-
served words. This is even true for regions with
many SNPs and small indel polymorphisms as
they are rarely equally spaced. We only con-
sider words that are at least 3 bp long, for
smaller ones are likely to be random events.
We do not use perfectly conserved words in the
same way as quality-ratio scores and mismatch
scores, and in the following only quality-ratio
scores and mismatch scores are referred to as
deletion scores.

5.4 A seed and extend heuristic
to call large deletions

Our deletion calling algorithm is based on find-
ing longer stretches where quality-ratio scores
and mismatch scores simultaneously exceed the
threshold and indicate a large deletion. Such
stretches are called seeds. They are processed
further in order to define where the deletion
most likely begins and ends. A seed and ex-
tend approach in this context does not have the
purpose to speed up the computation, but re-
flects that we first detect parts of deletions that
can be found even with very stringent criteria
and among which only a very small number of
false positives is expected. But as these seeds
will be underestimations of the actual deletions
in most cases, we have to apply more realistic,
relaxed criteria to find more likely end points.

Before each step is described in detail, the
workflow of our deletion calling is outlined here:

1. The pseudochromosome sequence is fil-
tered to exclude sites with k-mer matches
and where Col-0 did not work.

2. Seeds are computed on the filtered se-
quence.

3. Seeds which are close to one another are
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merged if the region in between is likely
to be deleted as well.

4. Deletion boundaries are estimated based
on quality-ratio scores, mismatch scores
and perfectly conserved words.

5. Overlaps between predicted deletions are
resolved.

Filtering

The necessity to restrict deletion calling to sites
of unique k-mers has already been motivated.
We also exclude all sites where Col-0 did not
work sufficiently well to compare to them an
other ecotype (all such sites are stored in the
SQL table bad_position). After these positions
are filtered out, deletion calling is done on this
reduced version of the pseudochromosome, be-
fore the results are mapped back to the original
genome coordinates. Thus if a deletion con-
tains some sites with repeated k-mers, we will
still be able to call it provided that the major-
ity of deleted sites around them is unique.

Computing seeds

In order to find seeds, we scan the whole filtered
genome with a sliding window procedure. Sites
at which both the quality-ratio score and the
mismatch score exceed the threshold, are la-
belled as positives. These positives most often
appear in clusters, but in many cases not every
single site in such a cluster is positive. Such
small gaps of negatives sites are ignored within
a positive cluster unless they are longer than
10 bp. Clusters that contain at least 50 pos-
itive sites are kept as seeds, smaller ones are
put aside. This cutoff is somewhat arbitrary
but it turned out that a reasonable number of
predicted deletions originated from these seeds.

Merging seeds

As the thresholds for seed detection are con-
servative, in many cases larger deletions (>
500 bp) contain more than one seed. So we
attempt to merge seeds in the next step. If
two adjacent seeds more likely indicate a sin-
gle deletion than two separate ones, the dele-
tion scores in the gap are expected to be high,
at most positions close to or above the score
threshold. To decide whether seeds S7 and Ss,
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divided by a gap G, are to be merged, the fol-
lowing formula is used

[S1]t+ |Sa| ¢
. ~ > K
|G|t — > min(t, 5(p))

peEG

where |S7] is the length of Sy (similarly | S|
and |G|), ¢ the score threshold, §(p) a deletion
score (8gr(p) or Sarar(p)) at position p and K
a constant to decide whether or not two seeds
will be merged. For merging this inequality
has to hold for both quality-ratio scores and
mismatch scores. This formula is illustrated in
figure 5-7 in which the green areas correspond
to the numerator, the red area to the denom-
inator in the above formula. We used K = 2,
which turned out to be rather high (see results
for a discussion).

s¢ore

seed S1 seed S2

El
gap score threshold

position

Figure 5-7

Illustration of seed merging. Seeds S; and S2
are merged if the green areas together have at
least twice the size of the red area.

cases these region can be very long, for in-
stance the 270 kb insertion of the mitochon-
drial genome). In some cases many sites around
a seed have low quality and many mismatches
in both Col-0 and the target ecotype. Con-
sequently, it might be impossible to find the
real breakpoints. Hence, instead of predicting
a single break point, an interval is estimated, in
which the actual breakpoint is likely to reside.

First of all, we have to define a second pair of
lower score thresholds, below which scores indi-
cate that this position is unlikely to be deleted.
For quality-ratio scores this threshold is set to
2.5 and for mismatch sores to 0.35, which is
roughly half as high as the upper thresholds.

Now a scanning step follows, in which the
rightmost position left of the beginning of the
seed with deletion scores both below the lower
thresholds is found as well as, in an analogous
way, the leftmost position right of the deletion
end with scores below the lower thresholds. In
the following, the part of the predicted deletion
corresponding to the seed will also be called
“core” whereas the intervals around it will be
called “boundaries”. This is illustrated in fig-
ure 5-8.

score .
, deletion core

Estimating deletion boundaries

At this point we have got seeds resulting from
a conservative estimation. In cases that such
seeds are observed to reside inside known dele-
tions, they tend to underestimate the actual
length drastically (see results and discussion).
This leads to the question how to define the
break points (begin and end) of the deletion
prediction more accurately. Taking a straight-
forward approach, one would just scan the ar-
eas upstream and downstream from the seed
until one reaches high quality scores and few
mismatches which indicate that the break point
has been passed. Regions with few mismatches
and high quality scores result in low deletion
scores, consequently one would scan for low
scores outside the seed.

However, this is more complicated than it
may seem, primarily because of missing infor-
mation. For example the seed can be next to
a region of non-unique k-mers (and in some

upper threshold
lower threshold
L— "
position
Figure 5-8

Illustration of a predicted deletion. It consists
of a 5’ boundary where scores are increasing be-
tween lower and upper threshold, a core which
corresponds to the seed and a 3’ boundary
where the score is decreasing between upper
and lower threshold.

This first estimate of the boundaries is refined
by two further procedures. In a first step, illus-
trated by cartoons in figure 5-9, the boundary
interval is scanned again but with a smaller
window. Consider the 5" boundary: If inside
the original boundary interval the leftmost in-
tersection point between the score function and
the upper threshold is still right of the right-
most intersection point with the lower thresh-
old, the boundary interval is refined to the two
respective intersection points. The 3’ boundary
is just a mirror image of the 5’ boundary and
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is refined with an analogous procedure. This
can also enlarge the core while the length of
the boundary decreases. If a boundary can be
refined, the window size will be reduced again.
Refinement is done iteratively until the window
size is below 5 or no further refinement is possi-
ble. In each step the window is shortened by %
of its length. Examples for a successful bound-
ary refinement and a case where refinement is
not possible are depicted in figure 5-9.

In some cases the refinement procedure re-
sults in very sharp boundaries which are ac-
curate estimations of the true boundaries. In
other cases, however, the boundaries are very
large, often because of missing information.

A
score previous boundary
new boundary
upper threshold
A7 lower threshold
-y
position
old core
new core
B _ ,
intersections
score
A~ upper threshold
P il lower threshold
position
-
. core
Figure 5-9

Cartoon illustrations of the refinement of the
5 boundary. The black line indicates scores
computed with the original window size. A
reduced window size typically produces a more
ragged score line, which is shown in red.

(A) An example of successful boundary refine-
ment. Here the leftmost intersection between
the red score line and the upper threshold is
right of the rightmost intersection with the
lower threshold. Note that the deletion core is
extended, while the boundary is contracted.
(B) In this case refinement is stopped since the
intersection points between the red score line
and the thresholds are ambiguous. This can be
detected considering the order of the rightmost
intersection with the lower threshold and the
leftmost intersection with the upper threshold.
A negative interval size would result from
this instance, therefore boundary refinement is
terminated.

A second step of boundary refinement is based
on perfectly conserved words. The boundary
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intervals are scanned again, starting from the
core. Thereby the core region is extended into
the boundaries until a perfectly conserved word
of length 6 or longer, several smaller perfectly
conserved words close to each other or a region
of missing information is encountered. Per-
fectly conserved words of length n € {3,4,5}
lead to the termination of core extension if they
are within a distance of n? bp to the next word.
If among the 25 next sites 80 % or more are
sites of missing information, core extension is
also terminated.

After this it is checked whether boundaries
contain a long perfectly conserved word. In
case that inside a boundary interval a word of
length n > 5 is closer than n® bp to the end of
the boundary, the deletion boundary is short-
ened such that it does not include this word
any longer. If shortening was not necessary,
the boundary is extended instead. For this ex-
tension the region upstream of the 5’ boundary
is scanned, increasing the deletion size, until ei-
ther a perfectly conserved word of length 10 or
more is found or more than one word of length
n > 5 within a distance of n2 to each other.
Similarly the 3’ boundary is extended down-
stream.

The use of these perfectly conserved words is
obviously more or less arbitrary. Nevertheless
it is useful to avoid that boundaries contain
short regions that produce a clear hybridiza-
tion signal, but have been blurred under the
sliding window. The second purpose of the re-
finement with perfectly conserved words is to
obtain a better ratio of core to boundary size,
in other words to obtain more compact deletion
predictions where possible.

Resolving overlaps between predicted
deletions

As deletion seeds are processed individually,
it sometimes happens that predicted deletions
overlap. But as overlapping deletions are bi-
ologically impossible and they cannot be veri-
fied by sequencing, we attempt to merge such
overlapping deletion predictions. Two adjacent
predicted deletions are merged, either if their
cores overlap or if cores can be merged with
the procedure already used to merge seeds. In
this final merging step a more stringent con-
stant K = 5 is applied to decide whether two
deletions are to be merged or not. This ap-
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pears to be necessary because after boundary
estimation deletion cores are larger than the
seeds they originated from, so that they tend
to fulfill the inequality for merging more often,
even if the deletion signal in the region between
the cores is weak.

If merging is impossible with this criterion,
the overlapping predictions are put aside in or-
der to obtain a set of predicted deletions that
is free of contradictions.

5.5 Results and evaluation

Results on deletion calls are presented before
some indirect methods to evaluate these calls
are discussed.

Table 5.1 summarizes the output of our dele-
tion calling algorithm. In addition to the num-
ber of predicted deletions, the total number
of bases in their cores and boundaries is also
given. The last column gives a hint how com-
pact the predictions are. If cores are large
compared to the boundaries, this value is high.
According to this criterion, deletion calling in
Lov-5 produced the most compact predictions.

Concerning the number of predicted dele-
tions, there are two outliers, Cvi-0 and Est-1,
whereas for all other ecotypes between 600 and
850 deletions are predicted. The predictions
for Cvi-0 are consistent with observations from
the sequenced fragments. There it is evident

that Cvi-0 is most diverged from Col-0, hav-
ing 27 % more polymorphisms than the second
most polymorphic ecotype.

However, the number of predicted deletions
for Est-1 is most likely a technical artifact, as
the sequenced fragments show that it has a
comparably low number of polymorphisms, in
fact the lowest number of deletions, but the
difference to Cvi-0 is less than twofold, while
for the predictions the difference is more than
threefold.

A possibility to evaluate how plausible these
predictions are, is a comparison between eco-
types. For simplicity, only deletion cores are
compared here. For example 285 of 849 pre-
dicted cores in Ler-1 overlap with predicted
cores in C24, 18 of them are predicted iden-
tically. On the nucleotide level 40 % of the
deletion cores in Ler-1 are also predicted to be
deleted in C24. A comparison between Ler-1
and Br-0 yields an overlap of 337 Ler-1 dele-
tion cores with Br-0 containing 52 % of all
nucleotides in Ler-1 deletion cores. 16 of the
predicted deletion cores are identical between
Ler-1 and Br-0 .

To a certain extent these values resemble the
pattern of SNPs in the sequenced fragments.
Ler-1 has 46 % of its SNPs in common with
C24 and it has 43 % SNPs in common with
Br-0.

Table 5.1 Predicted deletions

ecotype | # deletions | total core length | total boundary length | proportion core/boundary
Bay-0 713 1 053 867 1198 126 0.88
Bor-4 601 725 557 937 013 0.77
Br-0 758 1 065 389 1294 414 0.82
Bur-0 663 847 274 1122014 0.76
C24 770 884 482 1 004 570 0.88
Cvi-0 1019 1413 710 1 555 356 0.91
Est-1 320 406 850 498 031 0.82
Fei-0 674 942 816 1 088 730 0.87
Got-7 610 799 245 1 066 782 0.75
Ler-1 849 1 192 448 1452 623 0.82
Lov-5 737 1118 765 1 088 989 1.03
Nfa-8 801 1 143 879 1 414 009 0.81
Rrs-10 605 818 190 995 484 0.82
Rrs-7 696 962 922 1 502 504 0.64
Sha 774 1 228 239 1 508 522 0.81
Tamm-2 770 1 142 890 1 299 966 0.88
Ts-1 763 1073 443 1254 375 0.86
Tsu-1 628 823 264 1044 783 0.79
Van-0 719 1 040 583 1 316 483 0.79

53



Calling large deletions

Resequencing data of 20 Arabidopsis ecotypes

When our deletion calls are compared to the
larger deletions in the sequenced fragments of
Magnus Nordborg’s data, only one large dele-
tion was detected, for which there is a fragment
in Br-0 that contains a 260 bp deletion (in fact
the largest one in the whole data set). In ad-
dition to the correct prediction in Br-0, large
deletions in the same region are also predicted
for the ecotypes Est-1, Ler-1, Lov-5 and Sha.
For these four ecotypes the corresponding frag-
ment could not be amplified and sequenced,
while for most of the other ecotypes (except
for Bor-4 and Tsu-1) the fragment could be
sequenced. This suggests at the deletion pre-
dicted in the other ecotypes might be real,
which would explain why PCR amplification
failed in these ecotypes.

When the boundaries of the deletion pre-
dicted in Br-0 are compared to the actual ones,
they turn out to be reasonably accurate. The
actual length is overestimated by 45 and 17 bp
at the 5’ and 3’ end, respectively. This over-
estimation is most likely caused by four SNPs
around the deletion that also lead to intensity
depressions flanking the actual deletion signa-
ture.

The other five deletions in the sequenced
fragments which are longer than 100 bp are not
detected, and in three cases repetitive k-mers
cover the majority of sites in these deletions.
Visual inspection reveals clear deletion signa-
tures in the resequencing data in two cases,
suggesting that these deletions could have been
found with a more sensitive search.

In order to assess the quality of our deletion
predictions, we systematically exploited the
fact that there are many fragments in Magnus
Nordborg’s data that could not be amplified
in some of the ecotypes, similar to the example
discussed above. Obviously, PCR amplification
failure is only a weak indication that (at least
one end of) the fragment is deleted. In addition
to experimental errors, there are other reasons
why PCR amplification can fail, for instance
a SNP near the 5" end of the primer binding
site. Furthermore, PCR amplification success
is most likely negatively correlated with the lo-
cal density of polymorphisms, as the chance
that the priming site is conserved decreases in
highly polymorphic regions. But such highly
polymorphic regions might also cause spurious
deletion calls. Thus the concordance between
deletion predictions and missing fragments pro-
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vides only weak evidence that deletion calls are
true positives and it obviously does not allow
to evaluate the accuracy of the deletion bound-
aries. However, if a predicted deletion contains
a fragment which could be sequenced, this is
a strong indication that the deletion call is a
false positive.

In summary, there are 13 predicted deletions
overlapping to 13 of the sequenced fragments
for the same ecotype (excluding Van-0), one of
them is the correct prediction just described. A
predicted deletion in Sha overlaps with a sin-
gle fragment in which only 7 bases could be
determined unambiguously. A similar case is
observed for a prediction in Nfa-8 where the se-
quenced fragment contains only 14 unambigu-
ous bases. Nonetheless, after excluding these
uncertain ones the remaining 10 cases are most
likely false positive predictions. 2 such overlaps
are found in Sha, 2 overlaps as well in Bay-0
and 2 in RRS-7. A single overlap is found in
each of Cvi-0, Lov-5, RRS-10 and Tsu-1.

The following table summarizes the other
cases that a fragment is missing in a given eco-
type (excluding Van-0), but present in Col-0
(in the column with the heading “# missing
fragments”) and how many of the missing frag-
ments overlap to the core of a predicted dele-
tion (in the column with the heading “# over-
laps”).

Table 5.2 Deletion predictions

evaluated on missing fragments

Ecotype # missing fragments | # overlaps
Bay-0 47 10
Bor-4 54 3
Br-0 9 60
Bur-0 88 6
C24 61 7
Cvi-0 68 13
Est-1 61

Fei-0 81 6
Got-7 52 8
Ler-1 63 15
Lov-5 66 11
Nfa-8 62

Rrs-10 84 9
Rrs-7 100 8
Sha 83 15
Tamm-2 46 11
Ts-1 66 9
Tsu-1 65 6
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Note that even though only a small fraction
of missing fragments can be explained by our
deletion predictions (which is not unexpected
considering the limited sensitivity of deletion
calling and other reasons for PCR failure), the
number of deletion predictions overlapping to
Col-0 fragments that are missing in the eco-
type with the deletion is about 17 times higher
than the number of overlaps between predicted
deletions and successfully amplified fragments
in the deleted ecotype (as there are 10 present
fragments falsifying deletion calls, while 168
deletion calls are found at sites where the se-
quenced fragment is missing). This indicates
that the specificity of our deletion calling algo-
rithm can be expected to be in an acceptable
range.

As mentioned earlier in this chapter, there is
a large set of reads from the sequencing of Ler
undertaken by Cereon. We attempted to map
large indel polymorphisms from the list of poly-
morphisms published by Cereon onto the Col-0
genome sequence with a protocol similar to the
one recommended at The Arabidopsis Informa-
tion Resource (TAIR)?? where this data set is
hosted.

Several of the deletions contained in that list
are difficult to map to the Col-0 sequence, for
one has to use 20 bp flanking regions given
there and try to find their genomic location in
Col-0. Unfortunately, many of these 20-mers
cannot be unambiguously placed at approxi-
mately the right distance and in the right ori-
entation in the genome. The ones for which this
is possible though, are compared with our re-
sequencing data. In the light of our data some
of them appear to not be present in the re-
sequenced Ler-1 genome. A good way to as-
sess this, is to count the number of perfectly
conserved words in the deletions from the Ler
sequencing data. For the following evaluation
we only consider deletions for which the num-
ber of perfectly conserved words of length 10
or longer is smaller than their length divided
by 500. (When perfectly conserved words are
computed, obviously sites where the k-mer is
not unique are to be excluded.) This means
that in a deletion of 1001 bp we allowed at most
two perfectly conserved words of at least 10 bp
(which is still unlikely to occur in a real dele-
tion).

The deletions from the Ler sequence are fur-
ther filtered for massive repeats. All deletions
that contain repetitive k-mers at more than
50 % of the sites are not included in a compar-
ison to our predicted deletions. This is done
because we want to evaluate our deletion pre-
diction method as well as the accuracy of the
predicted boundaries in regions of the genome
in which one has a realistic chance to make reli-
able deletion calls. In highly repetitive regions
this is not possible as too much information is
missing.

It has to be mentioned that the comparison
of our predictions to these deletions is not an
entirely fair test as a few of these deletions were
used to tune our algorithm albeit not in a sys-
tematic way.

136 deletions from the Ler sequencing data
are at least 100 bp long, contain less than 50 %
repetitive k-mers and the number of perfect
words of length 10 bp or longer is smaller than
their length divided by 500. The same criteria
are met by almost all predicted deletions (828
of 849).

60 of the predicted deletion cores that meet
the above requirements have an overlap of at
least 75 % to a deletion from the Ler sequences.
(A table containing these overlaps is found in
the appendix). This number seems to be small
compared to the number of predictions, but be-
cause the set of known deletions in the Ler se-
quences is incomplete, it is not useful to evalu-
ate specificity. Nevertheless it shows that in re-
gions of the genome with a moderate level of re-
peats, roughly one half of the deletions from the
Ler sequences can also be predicted from the
resequencing data. This indicates that sensi-
tivity for deletions of 100 bp and more is about
0.5 in such parts of the genome.

The 60 sequenced deletions that are de-
tected, and those 76 that are not, are com-
pared in order to assess systematic biases of
our search method. It does not reveal a bias
against the relative number of repeated k-mers
among these deletions (which do not contain
more than 50 % repetitive sites after filtering,
12 % on average). However, our predictions
are drastically biased towards longer deletions:
The average length of all 136 sequenced dele-
tions is 1513, the average length of the detected
deletions is 2435, while the undetected ones are

22http://arabidopsis.org/Cereon/help.jsp, on www.arabidopsis.org, Oct 25, 2005
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on average only 786 bp long. This is neither
completely unexpected nor undesired. One can
reduce this bias in order to increase the sen-
sitivity for shorter deletions by adjusting the
minimal seed length—although one might have
to accept more false positives. Histograms of
deletion length are shown in figure 5-10.
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Histogram of deletion length of all 136 filtered
deletions from Ler sequence reads (in blue). In
the foreground the histogram of deletion length
of those that can be predicted is superimposed
(in red). This suggests that our deletion
calling method is more sensitive the longer the

deletions are.

With a second evaluation it is assessed if we
systematically underestimate or overestimate
the true deletion length and how accurate our
boundary predictions are in general. To be
able to address this question one needs a 1:1
relationship between predicted and sequenced
deletions. However, in three cases we do not
observe this. Instead, these three sequenced
deletions contain two (non-overlapping) predic-
tions each. All three sequenced deletions are
relatively large, 4747, 6089 and 6623 bp, while
the gaps between the predictions are compara-
bly small: 291, 100 and 559 bp, respectively.
4 of 6 predicted outer boundaries are accurate,
deviating at most 10 bp from the real break-
points.

In the remaining set os 1:1 correspondences
length deviations Al are computed as the dif-
ference between the predicted length and the
length of the sequenced deletion. For predicted
deletions there are actually two possibilities to
measure the length, either between the start
and the end points of the boundary or of the
core. We will refer to the length deviation of
the core as Alg, to the length deviation of the
whole deletion including boundaries as Alp.

To obtain relative length deviations Al/L, we
divide Al by the length of the sequenced dele-
tion.

In order to assess the accuracy of our bound-
ary predictions we compared all the predicted
deletions that overlapped with deletions from
the Ler sequences and computed offsets be-
tween the start points and end points of a pair
consisting of a sequenced deletion and a dele-
tion prediction. An offset is simply the dif-
ference between the position of the predicted
and the actual breakpoint. Offsets have neg-
ative or positive integer values depending on
whether the break point is predicted upstream
or downstream of the actual site. An illustra-
tion of these offsets is given in figure 5-11. In
this ideal example the core is completely con-
tained in the actual deletion and the bound-
aries extend only little beyond the actual start
and end points.
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Figure 5-11

Offsets between predicted and sequenced dele-
tion start and end points. The offset between
predicted 5’ boundary and actual start point,
01, is negative in this example, 01 < 0. o2 is the
offset between predicted core and actual start
point, here o2 > 0. Similarly for the 3’ offsets,
03 between predicted core and actual end
point, here o3 < 0, and 04 between predicted 3’
boundary and actual end point, here o4 > 0.

A complete listing of the compared deletions
is found in the appendix, only summary statis-
tics are presented in table 5-3. This summary
shows that deletion length including bound-
aries tends to overestimate the true length
while it is still a more accurate estimate of
the true deletion length than the length of the
predicted core. As expected cores are usually
smaller than the true deletions (more than 30 %
on average).

For more than half of the deletion predic-
tions the length deviates less than 10 % from
the true length.

For 33 of 57 predictions the core is com-
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pletely contained in the true deletion. With
a tolerance of 25 bp on either side more than
90 % of the predicted cores are contained in the
true deletion.

Both break points are estimated precisely
(within 10 bp of the true breakpoints) in only
7 cases. However, at least one break point is
very accurate in 31 cases. For roughly half the
predictions, boundary end points are not more
than 100 bp off, and in only 11 cases at least
one end point deviates more than 500 bp from
the true break point (which might still be re-
garded as a reasonable prediction for deletions
longer than 5000 bp).

Table 5.3 Deletion prediction accuracy
total number of 1:1 overlaps 57

average Alg/L 0.15
average Alc /L -0.33
average |Alg|/L 0.30
average |Alg|/L 0.37
number of predicted deletions

with |Alg|/L < 0.1 30
number of predicted deletions

with |Alg|/L < 0.2 38
number of predicted deletions

with |Alg|/L < 0.5 50
number of predicted cores

with 02 > 0 and 03 <0 33
number of predicted cores

with oo > —10 and o3 < 10 44
number of predicted cores

with 02 > —25 and 03 < 25 53
number of predicted deletions

with |o1| < 10 and |o4] < 10 7
number of predicted deletions

with |o1] <50 and |o4] < 50 21
number of predicted deletions

with |o1| < 100 and |o4] < 100 28
number of predicted deletions

with |o1| < 10 or |o4| < 10 31
number of predicted deletions

with |o1] > 500 or |o4| > 500 11

In conclusion, the majority—but certainly not
all—of the predicted deletions overlapping with
those from the Ler sequences appear to be
reasonable estimates of true deletions. The
comparison shows that in some cases also the
boundaries are predicted very accurately, in
most cases they are not completely off, while
sometimes the deviation from sequenced dele-

tions is large.

This emphasizes the need to confirm these
predictions with biological experiments. The
breakpoints of a few hundreds of our predic-
tions are going to be sequenced. To do so,
primers will be designed approximately 100-
300 bp outside the boundary on both sides.
If PCR amplification works, the approximate
length of the amplified fragment can be deter-
mined by gel electrophoresis. If a length poly-
morphism can be shown by gel electrophoresis
and the prediction is not a large overestima-
tion of the real deletion, one can sequence the
PCR product from both ends hoping that the
traces overlap and thereby reveal the true dele-
tion break points.

5.6 Conclusion and future goals

Provided that the number of false positives
found by PCR amplification and sequencing is
not too high, the deletion calling heuristic in-
troduced here can be seen as a proof of concept
demonstrating that at least larger deletions can
be called using resequencing data. A drawback
of this method is that it is not founded in statis-
tics and it cannot give likelihoods or confidence
values for deletion predictions.

Another limitation is its lack of sensitivity
for smaller deletions of length 100-300 bp which
might still be possible to call with a reasonable
false-positive rate using more sophisticated
methods. Predicted deletions having very long
boundary regions are also unfavorable—for ver-
ification as well as for follow-up experiments.

It might be possible to address these prob-
lems with a state transition model that could
be incorporated in a Hidden Markov Model
(HMM)23. Such a model should be able to
detect intensity depressions characteristic for
sites where none of the probes matches the ge-
nomic sequence of a certain ecotype exactly.
Obviously, such intensity patterns are also
found around insertions or in regions with sev-
eral SNPs closer than 12 bp to one another.
This seems like a drawback, but being able to
detect such regions in general could actually
be an advantage, since SNP calling is very dif-
ficult in regions of accumulated polymorphisms
and call rates tend to be especially low there.
Thus, if one relies on the density of SNP calls,

23Deletion calling with HMMSs appears to result in good predictions in the case of arrays originally designed for
expression analysis (Justin Borevitz, personal communication)
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one might get a completely wrong idea about
the overall degree of evolutionary conservation
in regions where only a few interspersed SNPs
are called, paradoxically because the real SNP
density is very high.

TR
¥
% 0,

0

Figure 5-12

Topology of a state model for the detection of
clustered sequence polymorphisms. Transition
states have diamond shapes, all other states
are depicted by circles. Transitions between
the states are indicated by arrows. For a
description of the different states see text.

The topology of such a state model for the re-
sequencing data could look like the one pre-
sented in figure 5-12. It contains two main
states, one modelling conserved sequences with
normal hybridization intensity (C), the other
one modelling depressed intensities character-
izing sequence polymorphisms (P). From this
second state there are transitions into states
corresponding to actual single nucleotide (S),
insertion (I) or deletion polymorphisms (D). As
the transitions between normal intensity and
depressed intensity at polymorphic sites are
usually not abrupt but extend over a few nu-
cleotides, there are also several states to model
these gradual transitions (T” states for de-
creasing intensities around polymorphisms, TY
for increasing intensities up to normal level).
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The actual number of these transition states
can be varied a little in order to perfectly model
the observed length of this gradual decrease or
increase of intensities, respectively.

Associated with such a topology are proba-
bilities for state transitions and for emissions of
the actual nucleotide and of the intensities of
the corresponding probe quartets. The train-
ing of such an HMM could be done on the
more polymorphic ones among the sequenced
fragments which in several cases contain dense
clusters of SNPs and indels and apparently on
those fragments that contain deletions (with a
length of at least 25 bp). After training, test se-
quences together with intensities are threaded
through the model in order to obtain the path,
i.e. the sequence of states, with the highest
probability for the given sequences and inten-
sities. This path can be computed using the
Viterbi algorithm.

Instead of an HMM, one can use the same
state transition model, but replace the proba-
bilities by real valued scores. These scores are
optimized such that one obtains a large margin
classifier. This means to maximize the score
difference between the true path (the sequence
of states defined by the polymorphisms in the
sequenced fragment) and all false paths with a
different sequence of states during the train-
ing on labelled (i.e. known) sequences. In-
stead of considering all paths one only uses
a small number of false paths whose scores
are greater than those of all other false paths,
which is conceptually similar to support vec-
tors that are close to the decision boundary.
False paths with a score higher than all others
can be efficiently computed by modifying the
Viterbi algorithm such that it returns a cer-
tain number of paths with (almost) maximal
score. Being able to assign scores to real val-
ued intensities requires to learn a—preferably
smooth—piecewise linear function that maps
intensities to scores. With the same approach
other features, e.g. quality scores or sequence
properties like GC content, discussed in chap-
ter 2, can be added to improve the performance
of the classifier. This kind of classifier could
also be modified into one that is trained on
data from multiple ecotypes and then used to
predict common polymorphisms.

The benefits from a learning algorithm in-
corporating this state transition model could
be the ability to detect dense clusters of indel
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polymorphisms and SNPs which go undetected
by SNP calling algorithms in most cases. This
information would be helpful to get an idea of
the overall density of polymorphisms, even if
the classification result into SNP and indel po-
sitions was not completely correct. The predic-
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tion of many deletions, too small to be detected
by the deletion calling heuristic, could be possi-
ble. Finally the ability to use resequencing data
for the detection of insertions (and the distinc-
tion from SNPs with high confidence) would be
novel.
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6 Conclusion

For this diploma thesis a huge set of rese-
quencing data from 20 Arabidopsis ecotypes
has been analyzed. As the resequencing tech-
nique has been developed relatively recently,
properties of these data had to be investigated
prior to high-level analyses. To facilitate vi-
sual inspections a visualization tool has been
implemented.

One of the key observations in the resequenc-
ing data is large variability in intensity values.
Because of this, base calling is impossible for
a considerable fraction of sites with extremely
weak intensities. In part, intensity variability
is caused by experimental conditions, in part
by physicochemical properties of the probes.

Investigations of hybridization intensity and
probe sequence revealed that there are se-
quence properties such as GC content and se-
quence entropy which are positively correlated
to hybridization intensity. In part, the fail-
ure of probes with unfavorable hybridization
characteristics can be explained by an excess of
A /T nucleotides or self-complementarity which
allows to form stable hairpins.

As a future goal one could attempt to pre-
dict hybridization intensity with support vec-
tor regression on the basis of probe sequences
and their properties. The challenge for such
a prediction would be to cope with large in-
tensity variability and limited reproducibility
of hybridization intensity. It would, however,
be very useful as a means of normalizing inten-
sities to correct for the huge variability across
different wafers and to facilitate comparisons
between ecotypes.

In order to assess the probability of cross-
hybridization at a given site, a program has
been written to systematically search for 25-
mer sequences that occur multiple times in the
Arabidopsis genome. It is based on a linear sort
algorithm that can deal with a limited number
of mismatches between two 25-mer sequences.
The genome-wide search resulted in more than
900 million matches which allow to estimate
the cross-hybridization potential of every probe
on the resequencing arrays. These matches
were successfully applied to reduce the num-
ber of false positive SNP calls computed by
Perlegen and they have facilitated the develop-
ment of new SNP calling algorithms which take
cross-hybridizing probes into account. The col-
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lection of 25-mer matches has also made it pos-
sible to call large deletions. Without filtering
for repetitive regions, predictions of large dele-
tions would likely be split up into small frag-
mented ones in many cases. 25-mer matches
are thus essential for deletion calling.

The value of this collection of 25-mer
matches would be higher, though, if differ-
ent types of mismatches could be weighted
to obtain better estimates of the true cross-
hybridization potential. The concept of domi-
nating k-mer matches could be improved with
a weighting scheme and consequently, k-mer
matches could be applied to SNP calling more
specifically.

A drawback of the k-mer analysis might be
that 25-mer duplexes with small bulges are not
searched for, although 1-bp-bulges might have
a smaller effect on duplex stability than mis-
matches [15]. In the future, the k-mer analysis
should thus be improved to model bulges as
1-bp-indels between matching k-mers.

A novel heuristic for deletion calling has been
proposed. Its sensitivity has been shown to in-
crease with deletion length. Although speci-
ficity cannot be assessed directly since the set
of known deletions is incomplete, indirect eval-
uations revealed a number of overlaps to known
deletions. Some of the deletions are predicted
very accurately and a systematic comparison
suggests that in most cases predicted deletion
boundaries should be accurate enough to se-
quence the break points. However, there are a
few cases where predictions are split, the pre-
dicted boundaries are diffuse or the real break
points are estimated badly.

A future goal for deletion calling would be
to implement a learning algorithm with a state
transition model trained to obtain a large mar-
gin classifier. In addition to the advantage
of being founded in statistical learning the-
ory, such a learning algorithm could be used
to detect deletions smaller than 200 bp as
well as regions where many polymorphisms
are clustered. Such regions are observed of-
ten enough in the fragments from dideoxy se-
quencing to generate sufficient training data.
To discover those regions would be especially
valuable as SNP calling is difficult whenever
polymorphisms are closer than 12 bp to each
other, which results in drastic underestimation
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of SNP density in highly polymorphic regions.
The state machine would thus supplement SNP
calling in an ideal way.

In summary, the resequencing of 20 Ara-
bidopsis ecotypes has provided an insight into
the naturally occurring genome-wide genetic
variation of Arabidopsis with unprecedented
resolution. In this diploma thesis it has been
demonstrated for large deletions, how biolog-
ically relevant information can be extracted
from the huge amount of resequencing data—
although it has yet to be experimentally vali-
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dated how specific the deletion calls are. SNP
calling could only be sketched in the scope
of this diploma thesis, although SNPs are the
most important information contained in the
resequencing data. Finally, a few months are
hardly enough to obtain a complete picture of
sequence variation that can be inferred from
a data set of this magnitude—there are many
more lessons about genome evolution that can
be learned from the resequencing data of Ara-
bidopsis.
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Comparison of sequenced deletions and predicted deletions

Column headings for table 6-1:

Chr

D start
D end

D len
Y%rep

P start
Core start
Core end
P end

Ip

Alp

Alg/L
le

YAAo!
Ale/L
01

02

03

04

chromosome

start point of the sequenced deletion

end point of the sequenced deletion

length of the sequenced deletion

percentage of repetitive site in the sequenced deletion

start point of the 5’ boundary of the predicted deletion

start point of the core of the predicted deletion

end point of the core of the predicted deletion

end point of the 3’ boundary of the predicted deletion

estimated length of the predicted deletion including boundaries

difference between predicted deletion length g and length of the sequenced
deletion

as Alp but divided by the length of the sequenced deletion L

estimated length of the predicted deletion core

difference between predicted core length [~ and length of the sequenced deletion
as Alc but divided by the length of the sequenced deletion L

offset between the start of the 5’ boundary and the start of the sequenced deletion
offset between the start of predicted core and the start of the sequenced deletion
offset between the end of predicted core and the end of the sequenced deletion
offset between the end of the 3’ boundary and the end of the sequenced deletion

For further explanations see chapter 5, section “Results an evaluation”.
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