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Systems Biology: Hope versus Hype
The approaches to and therefore the definitions of sys-
tems biology have been varied. These range from col-
lections of physiological data with quantified molecular
parts lists (e.g., genes, expression levels, localizations)
to abstract mathematical modeling of biological pro-
cesses. The scale at which the discipline of systems
biology focuses on a specific question or problem is
also a matter of contention: a tiny protein can be a
complicated biological system (e.g., we still do not fully
understand how a protein folds) and, as is obvious, an
entire ecosystem with thousands of species constitutes
another type of complex biological system. The term
“systems biology” will probably get further diffuse as it
is now under the limelight and new funding opportuni-
ties will be available to very diverse scientific commu-
nities.

Irrespective of whether there is a consensus on the
definition of the term or whether it remains fuzzy, “sys-
tems biology” aims at a quantitative understanding of
biological systems to an extent that one is able to pre-
dict systemic features. It is expected that this under-
standing will allow for rational design and permit us to
modify the behavior of biological systems (i.e., syn-
thetic biology). This applies to any system comprised
of biological components that is more than the mere
sum of its components or, in other words, the addition
of the individual components results in systemic prop-
erties that could not be predicted by considering the
components individually.

What do we hope to accomplish with modern systems
biology approaches? Implicitly, there are a number of
steps involved, each of which contributes to greater
biological understanding. A typical process pipeline
starts with standardized quantitative and qualitative
data collection, archiving, and management. It is fol-
lowed by proper integration of the data allowing com-
parative evaluation (this can reveal biases in data col-
lection and indicate generalizable or specific features
of the system studied). A next step would be the ideal-
ized reconstruction of the experimental situation as close
to reality as possible. This is the preposition for studying
the internal consistency of concepts and would allow a
more global interpretation of the experimental data. An
important component is the ability to generalize from
the experimental setup to the system under study
which includes testing of the consequences. Even
more, we expect to extrapolate to concepts that are
inaccessible to current experimentation and hope to ar-
rive at novel concepts that are not deducible from the
details.
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Within this framework, the cell is an attractive biologi-
cal system where the time has come not only to pro-
duce standardized quantitative data but also to integ-
rate them to model, predict, and design spatial and
temporal features of cellular processes.
Feedback Loops: From Generating Data, Their
Integration and Interpretation, to More Data
One of the key components required for the quantita-
tive understanding of biological systems and for a new
era of holistic modeling is the availability of sufficient
data. The various ‘omics communities generate increas-
ingly reliable and partially complementary collections of
cellular parts lists covered in a plethora of data ranging
from genes, expression patterns, protein-protein in-
teractions, to cellular localizations. However, even with
all these data there is still only limited access to spatial
and temporal aspects of cellular processes and sys-
tems (concentrations, reaction rates, scaffolding require-
ments, etc.). We will need to develop experiments and
concepts to overcome these limits. The parts lists not
only need to be organized in two dimensions (e.g., pro-
tein interaction networks), but there is a need to gener-
ate a structural framework for such networks (see, e.g.,
Aloy et al., 2004 for first attempts in this direction).
Since such a framework is context and time dependent,
more data have to be generated to achieve a resolution
that is sufficient for modeling and simulation.

As bioinformatics is moving from maintaining and
crossreferencing data collections toward their proper
integration, we are seeing now a fusion of data and
tools with the emerging modeling and simulation plat-
forms (ranging from simple Boolean logic to spatial
stochastic simulations). This comes with the hope that
a low-resolution knowledge (that is yet to be generated)
of spatial and temporal data would be sufficient to
understand, modify, or design a biological system as
complicated as a living cell. If precise data are required
for every single interaction or reaction that takes place
in a cell, then it is not likely that systems biology will
achieve its objectives in the near future. As the level of
detail required is not known yet, iterations with experi-
ments have to be planned and patience is required as
the process of preparing sufficient data might take a
while.
Generation of a Spatial Framework Integrated
with Temporal Data
Even the simplest cell is quite heterogeneous and the
importance of spatial localization in biological pro-
cesses is indicated by many experiments. Compart-
mentalization and diffusion are used by living systems
during diverse processes, from signal transduction to
cell division. Thus space and dynamics are essential to
clearly understanding biological processes. Our Cellu-
lar Systems Biology initiative at the Structural and
Computational Biology unit is embedded in various
complementary activities within European Molecular
Biology Laboratories (EMBL). The initiative aims to gen-
erate a structural framework of the cell and to use this
unique data to incorporate temporal aspects using a
strong computational biology component and modeling
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techniques. While time is an integral part of most cellu-
lar models, incorporation of spatial information has only
recently become feasible and, hence, the latter will be
a crucial part of our efforts.

Starting with individual molecules or (partial) com-
plexes determined by classical X-ray or NMR techniques
and bridging them to subcellular structures obtained by
lower-resolution techniques (e.g., single-particle EM) using
computational biology tools, a large number of com-
plexes and even some subcellular structures can now al-
ready be determined or modeled in an organism such as
yeast (Figure 1). A large, EU-wide initiative is under way
to collect three-dimensional structures of protein com-
plexes and to further extend our first “bottom-up”
attempts to model complexes around interaction net-
works (e.g., Aloy et al., 2004). In parallel, we have initi-
ated “top-down” approaches to reconstruct high-reso-
lution three-dimensional images of entire cells (Figure
2) using cryo-electron tomography (e.g., Kurner et al.,
2005). These approaches are likely to soon cross a res-
olution barrier at which point the parts lists of com-
plexes and subcellular structures can be readily iden-
tified in tomograms of a cell providing a new coordinate
system onto which complexes and structures of
decreasing size can be mapped. This spatial framework
might serve as a bridge from individual molecules to a
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Figure 1. Spatial and Temporal Information
from Proteins to Cells

(A) On the left a typical static structural rep-
resentation of a biomolecule (in this case a
protein) is shown. On the right a more realis-
tic representation is shown in which an en-
semble of conformations is recorded over
time by NMR.
(B) On the left a typical representation for a
network of interactions is given which is usu-
ally an average over several conditions or
time steps. On the right this is considered as
the interaction takes place only subse-
quently, at a given time point, for example,
during cell cycle.
(C) On the left we show the typical graph
representation for a protein network model
without spatial constraints. On the right the
same network is depicted in the context of a
prokaryotic cell (EM tomogram), where there
is an excluded volume effect in the center
due to DNA.
hree-dimensional image of an entire cell (Figures 1 and
). Despite its static nature, the framework will allow,
or example, a more fine-tuned view of protein complex
nd interaction networks. In parallel to this initial phase,
hich will include a considerable amount of structural
ork for refinement, dynamic aspects are being consid-
red at various scales. These range from comparing
ifferent states of a cell to individual molecular move-
ents measured by NMR. In parallel to the measure-
ents, data and tools are being customized to take on

he spatial and temporal challenges at a cellular level
Figure 1). By integrating time series of gene expression
o our quality-controlled networks of protein complexes
nd their interactions, the dynamics of complex forma-
ion can be revealed (e.g., de Lichtenberg et al., 2005).
n order to model temporal network aspects in a spatial
ontext, we are developing experimental (Isalan et al.,
005) and simulation techniques (Ander et al., 2005)
hat consider space and time and plan to integrate
hem with the spatial framework. These ambitious
lans have to be seen in the context of various other
ystems biology activities spread across EMBL, rang-
ng from simulations of spindle formation (see e.g., Sur-
ey et al., 2001) to measuring and modeling cellular
ransport (e.g., Goerlich and Ellenberg, 2003) and signal
ransmission processes (Reynolds et al., 2003).
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Figure 2. Modeling of the Conformational
Changes and Underlying Cellular Motility of
the Filament Bundles Attached at the Cell
Wall of Spiroplasma melliferum

Cryo-electron tomography in conjunction with
confocal microscopy reveals the motility modes
of this organism at a molecular resolution. The
center inset represents a three-dimensional
rendering of a cryo-electron tomogram of a
Spiroplasma melliferum cell combined with
2 nm thick slices visualized at different
planes. At the bottom, three time-lapse con-
focal images visualize the cell movement at
a resolution level of apprximately 200 nm.
Above is the computational merge of data
from single-particle electron microscopy,
cryo-electron tomography, and confocal mi-
crocopy, which resemble the observation
from confocal microscopy very closely and
explain cellular motility. Image provided by
A. Frangakis, EMBL.
The goal is to bring all these activities together to
explore spatial and temporal properties at the cellular
level to the extent that we can predict and modify cell-
phenotypic features.
Systems Biology, an Interdisciplinary Approach
There will be many elegant approaches toward sys-
temic understanding, but it is likely that concerted ef-
forts will have a higher chance to achieve an impact on
science, and hence a number of diverse groups from
our unit already contribute to the initiative. Together
with the various interdisciplinary activities within EMBL
and with collaborators world-wide, the analysis, predic-
tion, and design of spatial and temporal features of en-
tire cells based on molecular data will become feasible
and have the potential of moving our understanding of
living systems into four dimensions.
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